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- Complete for P
- "Complete" for $\mathrm{NC}^{i}$ for restricted $C$ of depth $\leq O\left(\log ^{i} n\right)$

$$
\begin{array}{rlr}
\mathrm{NC}^{i} & = & \text { size } n^{O(1)},
\end{array} \quad \text { depth } O\left(\log ^{i} n\right)
$$

$$
\mathrm{NC}^{1} \subseteq \mathrm{~L} \subseteq \mathrm{NL} \subseteq \mathrm{NC}^{2} \subseteq \mathrm{NC}^{3} \subseteq \cdots \subseteq \mathrm{NC} \subseteq \mathrm{P}
$$

- Concerns space and parallel complexity
- Applications: Database query algorithms, Data flow models, Big Data computation, etc.
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Algorithms for Circuit Evaluation

- Rule 1: add pebble to $v$ if all immediate predecessors of $v$ are pebbled
- Rule 2: remove pebble at any time

$$
\begin{aligned}
& \forall G \\
& \# \operatorname{Pebbles}(\mathrm{G}) \leq O(|G| / \log |G|) \\
& {[\text { Hopcroft-Paul-Valiant '77] }}
\end{aligned}
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$$
\operatorname{Time}[t] \subseteq \text { Space }[t / \log t]
$$

- Rule 1: add pebble to $v$ if all immediate predecessors of $v$ are pebbled
- Rule 2: remove pebble at any time
- Pebbled means value stored in memory

```
\forallG
#Pebbles(G) \leqO(|G|/log}|G|
[Hopcroft-Paul-Valiant '77]
```

Space needed $\leq O$ (\#Pebbles)
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Theorem (Karchmer-Wigderson)
Circuit Depth $=$ Communication Complexity
$N C^{1}$ vs $N C^{2}$ Universal composition relation
[Edmonds-Impagliazzo-Rudich-Sgall '01] [Gavinsky-Meir-Weinstein-Wigderson '13]
$N^{1}$ vs $\mathrm{NC}^{2}$ Universal composition relation [Hästad-Wigderson '97]
$\mathrm{NC}^{i}$ vs $\mathrm{NC}^{i+1}$
NC vs $P$ Iterated indexing
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## My audience

- Parallel Complexity
- Space Complexity
- Randomised Complexity
- Communication Complexity
- Decision Tree Complexity (Certificate Complexity)
- Proof Complexity
- Algebraic Complexity
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## Dymond-Tompa game II <br> Raz-McKenzie game
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- Reversible Computation [Bennett '73]:
- May reduce energy dissipation
- Observation-free quantum computation is reversible
- Reversible simulation of irreversible computation [Bennett '89] [Li-Vitanyi '96, '97] [Král'ovič '01]
- Monotone space lower bounds [Potechin '10] [c.-Potechin '12]:
- Determinism equals reversibility/symmetry [Lange-McKenzie-Tapp '00] [Reingold '08]
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- To design parallel algorithms [Dymond-Tompa '85, Gál-Jang '11] Give parallel speed-ups (when \#processors is unbounded).
- Capture complexity classes and inclusions [Venkateswaran-Tompa '89]
- (\#Pebble used) characterizes parallelism in $\mathrm{NC}^{i}, \mathrm{NC}, \mathrm{P}$, etc;
- Simulates the inclusion of $\mathrm{NL} \subseteq \mathrm{NC}^{2}$.
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## Parallel Evaluation, Recursively

To compute the value at $a$

1. Pick a node, say $c$
2. In parallel, do

- Compute the value at $c$
- For each possible value $v_{c}$ of $c$, assume $v_{c}$ is correct and compute the value at a

3. Recurse!
4. Combine the results in Step 2 in constant time
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- Depth of resolution refutation [c. '13]
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| Source | $\bar{d}$ | set $d$ to False |
| ---: | :--- | :--- |
| Implication $\bar{b} \vee \bar{c} \vee a$ | set $b, c$ to True, $a$ to False |  |
| Sink $\bar{a}$ | set $a$ to True |  |

- Adversary Argument:
- When a variable is queried, answer True or False
- Try to avoid falsifying a clause from $\Sigma_{G}$ (as above)
- Number of answers before falsifying $\leq$ depth of resolution refutation
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## Simulation Argument

Colourer strategy $\Rightarrow$ Challenger strategy:

- Assume $c$ is challenged. If $v$ is pebbled, see what a Colourer would do, and Challenger:
- jump if $v$ is a predecessor of $c$, and $v$ is coloured False
- stay otherwise

If Dymond-Tompa game is over, so is Raz-McKenzie game.

- Invariant: challenged node $c$ is the 'earliest' False node.
- Proof: by induction.

- When Dymond-Tompa game is over:
- $c$ is pebbled (False),
- all immediate predecessors of $c$ are pebbled (True),
- Raz-McKenzie game is over. $\square$
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## Other Approaches

Lower Bounds by Communication Complexity
Multi-party pointer jumping
[Chakrabarti '07] [Brody-Chakrabarti '08] [Viola-Wigderson '09]

$$
\mathrm{ACC}^{0} \stackrel{?}{=} \mathrm{P}
$$

Extensions of Karchmer-Wigderson framework

```
[Aaronson-Wigderson '09]
[Kol-Raz '13]
```

$N L \stackrel{?}{=} N P$
$N C \stackrel{?}{=} P$

Size and Depth of Circuits
[Allender-Koucký '10]
[Lipton-Williams '12]

$$
\begin{gathered}
\mathrm{TC}^{0} \stackrel{?}{=} \mathrm{NC}^{1} \\
\mathrm{NC} \stackrel{?}{=} \mathrm{P}
\end{gathered}
$$

Geometric Complexity Theory
[Mulmuley-Sohoni '01 '08]
$\mathrm{VP} \stackrel{?}{=} \mathrm{VNP}$

## Questions

