Rational Proofs

Azar Micali




Central Question

What problems have efficient proofs!?
(Rounds, Communication, Time)
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Interactive Proofs

[ GMR 85, BM 85]
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Interactive Proofs

IP = PSPACE
[ LFKN 90, Shamir 90]

And they lived happily ever after...




Many Centuries Later...

X € !
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pay a Math Expert!?

X in L?
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How to pay a Math Expert!

X in L?

Correct Proof : $ |

Fixed Price:  |hcorrect Proof: $0
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Can we do better!

X in L!?
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Can we do better!

X in L!?

Can we prove more theorems!
Can we prove them faster?
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Can we do better!

X in L!?

Fewer Rounds!?
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Our Central Question

X in L!?

What's the largest class of problems for
which we can guarantee correctness of solution
using monetary incentives!?
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Rational MA
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L € Rational MA iff
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L € Rational MA iff

TT output function (poly time)
R reward function (poly time)
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L € Rational MA iff

TT output function (poly time)
R reward function (poly time)
X in L?
Yl

random r|

Monday, June 11, 2012 12



L € Rational MA iff

TT output function (poly time)
R reward function (poly time)
X in L?
Yl

random r|

)
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L € Rational MA iff

TT output function (poly time)

R reward function (poly time)
X in L?

PER

random r|

Y2
random ra

EEE—
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L € Rational MA iff

TT output function (poly time)

R reward function (poly time)
X in L?

PER

random r|

Y2
random ra

. coo .
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L € Rational MA iff

TT output function (poly time)

R reward function (poly time)
X in L?

PR

random r|

PR

random s

. coo .

Transcript T = (X;yi,r1, ..., Yk k)
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L € Rational MA iff

TT output function (poly time)

R reward function (poly time)
X in L?
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L € Rational MA iff

TT output function (poly time)

R reward function (poly time)
X in L?

random r|

Y2
random ra_
Output = TT(X, ) R(x,T) = 5

Transcript T = (X;yi,r1, ..., Yk k)
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L € Rational MA iff

TT output function (poly time)
R reward function (poly time)
X in L?
Yl

random r|

)

random s

Output = TT(X, T)

Transcript T = (x;yi, ri, ...
No Verification!

Monday, June 11, 2012 12




L € Rational MA iff

TT output function (poly time)

R reward function (poly time)
X in L?

-l

random r|

)

random s

Output = TT(X, T)
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L € Rational MA iff

TT output function (poly time)

R reward function (poly time)
X in L?

PER

random r|

)

random rz_

Output = TT(x,T) - R(xT) = 5

Merlin chooses Transcript T* that maximizes E[R(x,T)]
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L € Rational MA iff

X in L?
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Output = TT(X, T)

Merlin chooses Transcript T* that maximizes E[R(x,T)]
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L € Rational MA iff

X in L?

yi

random r|

y2

random s

(X, T*) = L(x)

Merlin chooses Transcript T* that maximizes E[R(x,T)]
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Our Central Question

PSPACE

Where does RMA fit!?
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Our Central Question

® RMA!?

PSPACE

Where does RMA fit!?




Theorem |

/ #P C RMA|?
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Theorem |
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Theorem |

#P C RMA[]

~
J

Remark: #P is not in MA unless
polynomial hierarchy collapses!




Theorem |

i#P C RMA|1]

~
J

Need to:
| .Formally define RMA[I]
2. Recall definition of #P

3. Prove the Theorem




RMA[ ]

f(x)?
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RMA[ ]
f(x)?

Y
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RMA[ ]

f(x)?
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RMA[ ]

f(x)?

Choose y*
y* — a,rgmaxyEr [R(:E) Y, T)]
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RMA[ ]

f(x)?

Choose y*
y* — a,frgmaa}yEr [R(:Ea Y, T)]
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RMA[ ]

f:{0,1}* —={0,1}* is in RMA[I] if there exist
|. A polynomial p(n) >0

2. A randomized polynomial time function R(x,y)
such that, for every x € {0,1}", there exists a

unique y* € {0,1}P(" maximizing E[R(x,y)]

3. A polynomial time function TT(X,y) such that
TT(%,y*) = f(x)




Proof Sketch

#P C RMA[]

~
J




Recall #P

M :{0,1}" x {0,1}r°¥(") _ f0, 1}, M € P

I :
BPUE e {0, 11"

Output : #{y: M(z,y) = 1}

MecP
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#P Problems

Input: M : {0,1}" x {0, 1} 5 {0, 1}
re{0,1}"
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#P Problems
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#P Problems

Input: M : {0,1}" x {0, 1} 5 {0, 1}
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#P Problems

Input: M : {0,1}" x {0, 1} 5 {0, 1}
re{0,1}"

#ly :M(xy) = 1}? 2301+ |3

No |-round proof so far
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Economics To The Rescue!




Asymmetric Information

S

Merlin
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Asymmetric Information

S

Merlin
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Asymmetric Information

S

Merlin

What is information?
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Asymmetric Information

S

Merlin

What is information?

How do we guarantee it is correct!
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Computation View

X, L

———

erifier

Prover
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Computation View

X, L

]
S
[ )

erifier

Prover

Information is output of a hard to compute function
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Computation View

X, L

- ’
-

-
- - ...-‘b

Vei*iﬁér

Prover

Information is output of a hard to compute function

Correctness guaranteed by proof
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Fconomics View

Principal
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Fconomics View

Principal gent
Information: distribution D over () = states of the world
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Economics View

Principal
Information: distribution D over () = states of the world

Correctness from incentives
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FEconomics View

Q: How do we guarantee D is correct!




Economics View

Principal

Q: How do we guarantee D is correct!

A: Proper Scoring Rules!




Proper Scoring Rules
[Good 52, Brier 50]
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Proper Scoring Rules
[Good 52, Brier 50]

Monday, June 11, 2012 34



Proper Scoring Rules
[Good 52, Brier 50]

,m } D(Boston) = 60%
D(NewYork) = 40%
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Proper Scoring Rules

D(Boston) = 60%
D(NewY ork) = 40%
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Proper Scoring Rules

0 ={ ,m 1, DeAQ) D(Boston) = 60%
D(NewY ork) = 40%
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Proper Scoring Rules

0 ={ ,m 1, DeAQ) D(Boston) = 60%
D(NewY ork) = 40%

60% - S(P, Boston) + 40%S(P,NY)
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Proper Scoring Rules

0 ={ ,m 1, DeAQ) D(Boston) = 60%
D(NewY ork) = 40%

max[ 60% - S(P, Boston) + 40%S(P, NY)]
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Quadratic Scoring Rule

[Brier 1950]

(" )

S(D,w)=2D(w)— »  D(x)* -1

xesupp(D)




Quadratic Scoring Rule

[Brier 1950]

S(D,w)=2D(w)— »  D(x)* -1

xesupp(D)

Truthful
Bounded




Quadratic Scoring Rule

[Brier 1950]

S(D,w)=2D(w)— »  D(x)* -1

xesupp(D)

|. D hard to encode
2.S hard to compute
3. Different settings




Quadratic Scoring Rule

[Brier 1950]

S(D,w)=2D(w)— »  D(x)* -1

xesupp(D)

|. D hard to encode
2.S hard to compute
3. Different settings




#P Problems

Input: M : {0,1}" x {0,1}" — {0,1}
re{0,1}"

#ly :M(xy) = 1}? 2301+ |3




#P Problems

Input: M : {0,1}" x {0,1}" — {0,1}
re{0,1}"

Pry[M(x,y) = 1] ? 2591 413

Reduce the problem to question about probabilities
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#P Problems

Input: M : {0,1}" x {0,1}" — {0,1}
re{0,1}"

Pry[M(x,y) = 1] ? 2591 413

Need to incentivize him to reveal g

Monday, June 11, 2012

41



How do scoring rules apply!?

0 ={0,1},D € A(Q)

>,
~~
-
~—
|
-
|
)
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How do scoring rules apply!?
0 ={0,1},D € A(Q)
D(1) = Pry[M(z,y) = 1] D) =
1
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How do scoring rules apply!?
0 ={0,1},D € A(Q)
D(1) = Pry[M(z,y) = 1] D) =q
w={M(z,y) : y « {0,1}7v")} D(0) =1
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How do scoring rules apply!?

0 ={0,1},D € A(Q)

D(1) = Pry[M(z.y) = 1]

\

w={M(z,y) : y « {0, 1}Pv(")}

Monday, June 11, 2012
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Sampling W = M(x,Unif)




Our Rational Proof for #P

0 ={0,1},D € A(Q)
"\ D(1) = Pry[M(z,y) = 1] “ D(1) = q
w={M(z,y) : y + {0,1}°")} D(0) = 1

o
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Our Rational Proof for #P

0 ={0,1},D € A(Q)
"\ D(1) = Pry[M(z,y) = 1] “ D(1) = q
w={M(z,y) : y + {0,1}°")} D(0) = 1




Our Rational Proof for #P

0 ={0,1},D € A(Q)
"\ D(1) = Pry[M(z,y) = 1] “ D(1) = q
w={M(z,y) : y + {0,1}°")} D(0) = 1




Our Rational Proof for #P

0 ={0,1},D € A(Q)

\

" D(1) = Pry[M(z,y) = 1] D(1) = ¢
w={M(z,y) : y < {0,1}Pw)} D) =1

D = argmaxp{q- S(P,1)+ (1 —q)-S(P,0)}
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Theorem |

#P C RMA[]

~
J

Zero-Knowledge Rational Proof!




Theorem |

#P C RMA[]

~
J

Zero-Knowledge Rational Proof!

Computationally Sound Rational Proof!




Theorem 2

P#F c RMA[1] ¢ NpP#F




Theorem 2

-

.

P#F c RMA[1] ¢ NpP#F

/

There are things money can’t buy




Theorem 2

-

-

P#F c RMA[l] ¢ NP#F

_/

Economics View: Computational Limit on Contracts




Proof Sketch

RMA[1] ¢ NP#¥




A Language L is in RMA[1] if there exist
|. A polynomial p(n)

2. A randomized polynomial time function R(x,y)
such that, for every x € {0,1}", there exists a

unique y* € {0,1}P(" maximizing E[R(x,y)]

3. A polynomial time predicate TT(x,y) such that
TT(%y*) = L(x)




A Language L is in RMA[1] if there exist
|. A polynomial p(n)

2. A randomized polynomial time function R(x,y)
such that, for every x € {0,1}", there exists a

unique y* € {0,1}P(" maximizing E[R(x,y)]

3. A polynomial time predicate TT(x,y) such that
TT(%y*) = L(x)

Need to show any such L is in NP#"




Use NP#* to find y* that
maximizes E[R(x,y)]
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o f(y) = E[R(X, y)] only takes 2P°¥(™ possible
values
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Use NP*" to find y* that

maximizes E[R(x,y)]
o f(y) = E[R(X, y)] only takes 2P°¥(™ possible
values

® f(y) can be computed in P** for a given y

® Can non-deterministically choose y*
maximizing f(y)

® Given y* can compute TT(X,y*) in
polynomial time to determine whether x
clLorxégl




Computing E[R(x,y)] in P?

P




Computing E[R(x,y)] in P*

® More generally, let g(x) be a randomized polynomial
time function
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® More generally, let g(x) be a randomized polynomial
time function

® Will show that E-[g(x,r)] can be computed in P**
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® |t suffices to compute E/[z]. Let M;be randomized
polynomial time Turing Machine computing z; = gi(x,r)




Computing E[R(x,y)] in P#*

® More generally, let g(x) be a randomized polynomial
time function

® Will show that E-[g(x,r)] can be computed in P**
® et z=g(xr).Let z beits i bit.

® |t suffices to compute E/[z]. Let M;be randomized
polynomial time Turing Machine computing z; = gi(x,r)

® E.[z] is proportional to the number of accepting paths
in M;. Thus, it can be computed with a #P query.




Results so far
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Results so far

-

P#Y c DRMA[1] ¢ NpP#F

. _J

® Rational Merlin Arthur proofs

much more powerful than classical
Merlin Arthur

® Only one round used

® What if we have more rounds!?




Rational MA

X in L?

TT output function
R reward function

(% T%) = L(x) ROT) = 8

Merlin chooses Transcript T* that maximizes E[R(x,T)]
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Our Next Question

PSPACE

Where does RMA[2] fit? ® RMA[K]
What about RMA[3]?

RMA[64]?




The Counting Hierarchy




CP,=PP

M :{0,1}" x {0,1}P°W(™) 101} A e P
Input:

re{0,1}"

Output : |y : M(z,y) = 1| > |y : M(x,y) = 0|7

o

-

o

: o

o

o

. o

McP -
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CP, = PP""

LA




CP, = PP“Pr—1 —

0
"~
i

9

[Wagner, Toran]




Theorem 3
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Theorem 3

CP, C RMA[]C] C CPrq
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Theorem 3

CP, C RMA[]C] C CPrq

PPP « RMA[1] c NPPP c PPPP c RMA[2] c PPPP ...
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Old Analogy

Q: Does CH Collapse?
A: Not if it behaves like PH

(" ) (" )

NPNP...NP PPPP"'PP
NPNP PP
NP PP

\_ _ . J




New Analogy

Q: Does CH Collapse?
A:Yes if it behaves like AM

(" ) (" )

AM K] ppPP
AMI[2 PpP-r
AM[1 PP

\_ _ . J




Summary of
Contributions

® New Complexity Class RMA
® Short Rational Proofs for #P

® Constant-Round Rational Proofs = CH




A tight connection

Proper —— Interactive
Scoring Rules «~—— Proofs




A tight connection

Proper —— Interactive
Scoring Rules «~—— Proofs

THANK YOU!




Proof Sketch




Proof Sketch

CP, C RMA|k| C CPryq




Our Rational Proof for PP

0 ={0,1},D € A(Q)
D(1) = Pry[M(z,y) = 1 D(1) =gq
1

w={M(x,y) sy {0,137} ] D(0) =

Need to compute M(x,y)
Easy when M is polynomial time




Reminder:
Generating W for PP




Our Rational Proof for CPy

0 ={0,1},D € A(Q)
D(1) = Pry|M(z,y) = 1 D(1) =q
1

w={M(x,y) sy {0,137} ] D(0) =

Need to compute M(x,y)
Hard when M is CPy.




Generating W for CPy




Define an intermediate class k-DRMA such that

CP. C kkDRMA C DRM A[K]

DRMA[K]
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Define an intermediate class k-DRMA such that

CP, C k-kDRMA C DRM A[K]

k-DRMA: Arthur interacts once with each of k Merlins




Define an intermediate class k-DRMA such that

CP, C k-DRMA C DRM A[K]

N,




CP. Ck-DRMA




CP. Ck-DRMA

® By induction




CP. Ck-DRMA

<

® By induction

® Base case: PP C 1-DRM A




CP. Ck-DRMA

<

® Assume CP;—1 C (k—1)— DRMA

® By induction

® Base case: PP C 1-DRM A




CP. Ck-DRMA

v

® Assume CP;—1 C (k—1)— DRMA

® By induction

® Base case: PP C 1-DRM A

® Need to show ¢cp, = pPCPe1 « .-DRM A




Our Rational Proof for CPy

0 ={0,1},D € A(Q)
D(1) = Pry|M(z,y) = 1 D(1) =q
1

w={M(x,y) sy {0,137} ] D(0) =

Need to compute M(x,y)
Hard when M is CPy.




Generating W for CPy

TLTLL




Generating W for CPy

Use k-1 remaining queries to solve CPy.|1 problem




Generating W for CPy

Why can’t we ask k queries to | Merlin instead!?




Generating W for CPy

Why can’t we ask k queries to | Merlin instead!?




From k Merlins to k
rounds

Recall

CP. C kkDRMA C DRM A[K]

Need to show

k— DRMA C DRM AlK]

Problem: Merlin may lie today to get better reward
tomorrow




From k Merlins to k
rounds

Recall

CP. C kkDRMA C DRM A[K]

Need to show

k— DRMA C DRM AlK]

Solution Sketch: Make tomorrow’s reward really small
compared to today’s




Theorem 3

CP, C RMA[]C] C CPrq

PPP « RMA[1] c NPPP c PPPP c RMA[2] c PPPP ...
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Summary of
Contributions

® New Complexity Class RMA
® Short Rational Proofs for #P

® Constant-Round Rational Proofs = CH




A tight connection

Proper —— Interactive
Scoring Rules «~—— Proofs




A tight connection

Proper —— Interactive
Scoring Rules «~—— Proofs

THANK YOU!




