## Bipartite Perfect Matching is in quasi-NC

Stephen Fenner ${ }^{1}$

${ }^{1}$ Computer Science and Engineering Department
University of South Carolina
fenner@cse.sc.edu
Institute for Advanced Study, Princeton, February 8, 2016

Joint work with Rohit Gurjar and Thomas Thierauf (University of Aalen, Germany).
http://eccc.hpi-web.de/report/2015/177/.

## Matching

$G=(V, E)$ is a graph with $n$ nodes and $m$ edges.
Definition
A matching in $G$ is a set $M \subseteq E$ such that each $v \in V$ is incident to at most one $e \in M$.

For a perfect matching (p.m.): substitute "exactly" for "at most" above.
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$G=(V, E)$ is a graph with $n$ nodes and $m$ edges.

## Definition

A matching in $G$ is a set $M \subseteq E$ such that each $v \in V$ is incident to at most one $e \in M$.

For a perfect matching (p.m.): substitute "exactly" for "at most" above. The perfect matching decision problem, PM, asks whether a given graph has a p.m.
The search problem, SEARCH-PM, asks for a p.m. in a graph if it exists. Matchings and perfect matchings have been widely studied in combinatorics and complexity theory.
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## Open

Is there a fast parallel nonrandomized (NC) algorithm for PM ?
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We would like to choose a weight function from $W_{t}$ that gives nonzero circulation to as many cycles as possible. We cannot do this for all cycles at once, so we work in stages, starting with short cycles.

## Lemma ([CRS95])

Let $s$ be a positive integer, and let $t=n^{2} s$. Then for any set of $s$ many cycles $\left\{C_{1}, \ldots, C_{s}\right\}$ there exists a weight function $w \in W_{t}$ that gives nonzero circulation to all of $C_{1}, \ldots, C_{s}$.

We will apply this lemma with $s:=n^{4}$.
Each weight of $w$ is taken modulo some $j \leq t=n^{2} s=n^{6}$, so needs only $6 \log n$ bits.
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## An isolating weight function for $G$

We must glue the weight functions $w_{1}, \ldots, w_{k}$ together into a single weight function.
Let $B$ be a strict bound on any edge weight from $w_{1}, \ldots, w_{k}$ (we may take $B:=n^{6}$ ).
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## The algorithm

We do not know which $w_{1}, \ldots, w_{k}$ work, so we try them all in parallel. For all $w_{1}, \ldots, w_{k} \in W_{n^{6}}$ in parallel:

- Compute $w$ as above. (One of these choices of $w$ must be isolating.)
- Compute $\operatorname{det}\left(A_{w}\right)$ as in the RNC algorithm of [MVV87].
- If we ever find a nonzero determinant, answer "yes."
- Else, answer "no."

Each $w_{i}$ takes $6 \log n$ bits to store, so $w$ takes $O\left(\log ^{2} n\right)$ bits. Processing them all in parallel can be done with circuits of size $2^{O\left(\log ^{2} n\right)}$ and depth $O\left(\log ^{2} n\right)$.
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$$
s_{e}= \begin{cases}1 & \text { if } e \in S \\ 0 & \text { if } e \notin S\end{cases}
$$

## Definition

The perfect matching polytope $\operatorname{PM}(G)$ is the convex hull of all the perfect matchings of $G$.

## Lemma ([LP86])

If $G$ is bipartite, then a vector $\vec{x}=\left(x_{e}\right)_{e}$ is in $\mathrm{PM}(G)$ if and only if

$$
\begin{aligned}
x_{e} & \geq 0, \\
\sum_{e^{\prime} \in \delta(v)} x_{e^{\prime}} & =1,
\end{aligned}
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for all $e \in E$ and $v \in V$, where $\delta(v)$ is the set of edges incident to $v$.

## The $\Rightarrow$ direction is clear for any graph (not necessarily bipartite). The converse does not hold for general graphs.
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\begin{aligned}
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\end{aligned}
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for all $e \in E$ and $v \in V$, where $\delta(v)$ is the set of edges incident to $v$.
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## The RNC algorithm

Recall $w \bmod j\left(e_{i}\right)=2^{i} \bmod j$ for each edge $e_{i} \in E$ and $2 \leq j \leq t$. Instead of trying all of these weight functions, we let $j$ be a random prime.
Any set of $s$ many cycles has nonzero circulation with high probability Doing this $k$ times gives random $w_{1}, \ldots, w_{k}$.

## Other results

The following are all in quasi-NC:

- bipartite weighted PM with quasi-polynomially bounded integer weights
- maximum bipartite matching
- cycle cover with polynomially bounded integer weights
- subtree isomorphism
- max flow with polynomially bounded integer capacities
- constructing a depth-first search tree
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