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GEOMETRIC QUANTIZATION
OF CHERN-SIMONS GAUGE THEORY

SCOTT AXELROD, STEVE DELLA PIETRA & EDWARD WITTEN

Abstract

We present a new construction of the quantum Hilbert space of Chern-
Simons gauge theory using methods which are natural from the three-
dimensional point of view. To show that the quantum Hilbert space
associated to a Riemann surface X is independent of the choice of com-
plex structure on X, we construct a natural projectively flat connection
on the quantum Hilbert bundle over Teichmiiller space. This connec-
tion has been previously constructed in the context of two-dimensional
conformal field theory where it is interpreted as the stress energy tensor.
Our construction thus gives a (2 + 1)-dimensional derivation of the basic
properties of (I + 1)-dimensional current algebra. To construct the con-
nection we show generally that for affine symplectic quotients the natural
projectively flat connection on the quantum Hilbert bundle may be ex-
pressed purely in terms of the intrinsic Kéhler geometry of the quotient
and the Quillen connection on a certain determinant line bundle. The
proof of most of the properties of the connection we construct follows
surprisingly simply from the index theorem identities for the curvature
of the Quillen connection. As an example, we treat the case when X has
genus one explicitly. We also make some preliminary comments concern-
ing the Hilbert space structure.

Introduction

Several years ago, in examining the proof of a rather surprising result
about von Neumann algebras, V. F. R. Jones [20] was led to the discovery
of some unusual representations of the braid group from which invariants
of links in S can be constructed. The resulting “Jones polynomial” of
links has proved in subsequent work to have quite a few generalizations,
and to be related to two-dimensional lattice statistical mechanics and to
quantum groups, among other things.
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Tsuchiya and Kanie [38] recognized that the Jones braid representa-
tions and their generalizations coincide with certain representations of
braid groups and mapping class groups that have quite independent ori-
gins in conformal field theory [4] and that have been intensively studied
by physicists [11], [40], [23], [31]. (The representations in question are ac-
tually projective representations, for reasons that will be clear later.) The
conformal field theory viewpoint leads to a rigorous construction of these
representations [34], [39].

Conformal field theory alone, however, does not explain why these par-
ticular representations of braid groups and mapping class groups are re-
lated to three-dimensional invariants. It was conjectured [2] that some
form of three- or four-dimensional gauge theory would be the key to un-
derstanding the three-dimensional invariances of the particular braid traces
that lead to the Jones polynomial. Recently it has been shown [41] that
three-dimensional Chern-Simons gauge theory for a compact gauge group
G indeed leads to a natural framework for understanding these phenom-
ena. This involves a nonabelian generalization of old work by A. Schwarz
relating analytic torsion to the partition functions of certain quantum field
theories with quadratic actions [32], and indeed Schwarz had conjectured
[33] that the Jones polynomial was related to Chern-Simons gauge theory.

Most of the striking insights that come from Chern-Simons gauge theory
depend on use of the Feynman path integral. To make the path integral
rigorous would appear out of reach at present. Of course, results predicted
by the path integral can be checked by, e.g., showing that the claimed
three-manifold invariants transform correctly under surgery, a program
that has been initiated in [30]. Such combinatorial methods—similar to
methods used in the original proofs of topological invariance of the Jones
polynomial—give a verification but not a natural explanation of the three-
dimensional symmetry of the constructions.

In this paper, we pursue the more modest goal of putting the Hamil-
tonian quantization of Chern-Simons gauge theory—which has been dis-
cussed heuristically in [42] and in [7]—on a rigorous basis. In this way
we will obtain new insights about the representations of braid and map-
ping class groups that arise in this theory. These representations have
been constructed, as we have noted, from other points of view, and most
notably from the point of view of conformal field theory. However, three-
dimensional quantum field theory offers a different perspective, in which
the starting point is the fact that affine spaces and their symplectic quo-
tients can be quantized in a natural way. Our goal in this paper is to give a
rigorous construction of the representations of mapping class groups that
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are associated with the Jones polynomial, from the point of view of the
three-dimensional quantum field theory.

Canonical quantization. The goal is to associate a Hilbert space to ev-
ery closed oriented 2-manifold X by canonical quantization of the Chern-
Simons theory on Z x R. As a first step, we construct the physical phase
space, .# . It is the symplectic quotient of the space, % , of G connec-
tions on ¥ by the group & of bundle automorphisms. It has a symplectic
form @ which is k times the most fundamental quantizable symplectic
form w,; here k is any positive integer. .# is the finite-dimensional
moduli space of flat G connections on X. We then proceed to quan-
tize # as canonically as possible. We pick a complex structure J on
2. This naturally induces a complex structure on .# , making it into a
Kéhler manifold. We may then construct the Hilbert space #;(X) by
Kihler quantization. If . denotes the space of all complex structures on
A , we thus have a bundle of Hilbert spaces #(X) — 7 . This “quantum
bundle” will be denoted if’é For our quantization to be “canonical” it
should be independent of J, at least up to a projective factor. This is
shown by finding a natural projectively flat connection on the quantum
bundle.

The essential relation between Chern-Simons gauge theory and confor-
mal field theory is that this projectively flat bundle is the same as the
bundle of “conformal blocks” which arises in the conformal field theory
of current algebra for the group G at level k. This bundle together with
its projectively flat connection is relatively well understood from the point
of view of conformal field theory. (In particular, the property of “dual-
ity” which describes the behavior of the #;(X) when X degenerates to
the boundary of moduli space has a clear physical origin in conformal field
theory [4], [40]. The property is essential to the computability of the Jones
polynomial.) The conformal field theory point of view on the subject has
been developed rigorously from the point of view of loop groups by Segal
[34], and from an algebra-geometric point of view by Tsuchtya et al. [39].
Also, there is another rigorous approach to the quantization of .# due to
Hitchin [18]. Finally, in his work on non-abelian theta functions, Fay [8]
(using methods more or less close to arguments used in the conformal field
theory literature) has described a heat equation obeyed by the determinant
of the Dirac operator which is closely related to the construction of the
connection and may in fact lead to an independent construction of it.

We will be presenting an alternative description of the connection on
#(X) which arises quite naturally from the theory of geometric quanti-
zation. In fact, this entire paper is the result of combining three simple
facts.
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(1) The desired connection and all of its properties are easily understood
for Kihler quantization of a finite-dimensional affine symplectic manifold
& . In that case the connection 1-form is a simple second order differential
operator on %/ acting on vectors in the quantum Hilbert space (which are
sections of a line bundle over &7 ).

(2) By geometric invariant theory we can present a simple abstract ar-
gument to “push down” this connection “upstairs” for quantization of &
to a connection “downstairs” for the quantization of .# . Here, .# is the
symplectic quotient of & by a suitable group of affine symplectic transfor-
mations that preserves the complex structure which is used in quantizing
& .! The one-form @ for the connection downstairs is a second-order
differential operator on .# .

(3) Even in the gauge theory case where the constructions upstairs are
not well-defined since &/ is infinite dimensional, we may present the con-
nection downstairs in a well-defined way. We first work in the finite dimen-
sional case and write out an explicit description of & . We then interpret
the “downstairs” formulas in the gauge theory case in which the underlying
affine space is infinite dimensional though its symplectic quotient is finite
dimensional. As is familiar from quantum field theory, interpreting the
“downstairs” formulas in the gauge theory context requires regularization
of some infinite sums. This can, however, be done satisfactorily.

What has just been sketched is a very general strategy. It turns out
that we have some “luck”—the definition of & and the proof of most
of its properties can all be written in terms of the Kéahler structure of
A and a certain regularized determinant which is independent of the
quantization machinery. Since these objects refer only to .# , our final
results are independent of geometric invariant theory. One consequence of
this independence is that our results apply for an arbitrary prequantization
line bundle on .# , and not just for line bundles which arise as pushdowns
of prequantum line bundles on & .

The infinite dimensionality of the affine space that we are studying
shows up at one key point. Because of what physicists would call an
“anomaly”, one requires a rescaling of the connection 1-form from the
normalization it would have in finite dimensions. This has its counterpart
in conformal field theory as the normalization of the Sugawara construc-
tion [14], which is the basic construction giving rise to the connection from
that point of view. This rescaling does not affect the rest of the calculation

'For physicists, geometric invariant theory is just the statement that, in this situation, one
gets the same result by imposing the constraints corresponding to % invariance before or
after quantization.
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except to rescale the final answer for the central curvature of the connec-
tion. This reproduces a result in conformal field theory. From our point of
view, though we can describe what aspects of the geometry of the moduli
space lead to the need to rescale the connection, the deeper meaning of
this step is somewhat mysterious.

Outline. This paper is quite long. Essentially this is because we re-
derive the connection several times from somewhat different viewpoints
and because we describe the special case of genus one in considerable
detail. Most readers, depending on their interests, will be able to omit
some sections of the paper.

For physicists, the main results of interest are mostly in §§2 and 5,
and amount to a (2 + 1)-dimensional derivation of the basic properties
of (1+ 1)-dimensional current algebra, including the values of the central
charge and the conformal dimensions. This reverses the logic of previ-
ous treatments in which the understanding of the (2 + 1)-dimensional
theory ultimately rested, at crucial points, on borrowing known results
in (1 + 1)-dimensions. This self-contained (2 + 1)-dimensional approach
should make it possible, in future, to understand theories whose (1 + 1)-
dimensional counterparts are not already understood. On the other hand,
a mathematically precise statement of the majority of results of this paper
is given at the beginning of §4. This discussion is essentially self-contained.

In §1, we present a detailed, although elementary, exposition of the
basic concepts of Kahler quantization of affine spaces and their symplectic
quotients. We define the desired connection abstractly. As an example, in
the last subsection we show explicitly how for quantization of the quotient
of a vector space by a lattice, the connection is the operator appearing in
the heat equation for classical theta functions.

The remainder of the paper is devoted to making the results of §1 ex-
plicit in such a way that they essentially carry over to the gauge theory case.
In §2 we discuss this case in detail and construct the desired connection
in a notation that is probably most familiar to physicists.

In §3 we present a more precise and geometric formulation of the re-
sults of §2 in notation suitable for arbitrary affine symplectic quotients.
We derive a formula for the connection that may be written intrinsically
on .# . This derivation is, of course, only formal for the gauge theory
problem.

In §4, we state and prove most of the main results. Using an ansatz
suggested by the results of §§2 and 3 and properties of the intrinsic ge-
ometry of .# , we find a well-defined connection. The properties of the
intrinsic geometry of .# which we need follow from the local version of
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the families index theorem and geometric invariant theory. Using these
properties, and one further fact, we show that the connection is projec-
tively flat. (Actually, there are several candidates for the “further fact” in
question. One argument uses a global result—the absence of holomorphic
vector fields on .#—while a second argument is based on a local differ-
ential geometric identity proved in §7. It should also be possible to make
a third proof on lines sketched at the end of §6.) This section is the core
section analyzing the properties of the connection and is rigorous since
all the required analysis has already been done in the proof of the index
theorem.

In §5 we shall concentrate on the gauge theory case when X is a torus.
We give explicit formulas for our connection and a basis of parallel sections
of the quantum Hilbert bundle #(X). We also show directly that our
connection is unitary and has the curvature claimed. The parallel sections
are identified with the Weyl-Kac characters for the representations of the
loop group of G. This result is natural from the conformal field theory
point of view, and was originally discussed from the point of view of
quantization of Chern-Simons gauge theory in [7].

In §6 we make some preliminary comments about the unitarity of our
connection.

In §7 we develop an extensive machinery allowing us to prove in a sys-
tematic way the one identity left unproved in §4. Our discussion, however,
1s incomplete in that we have not checked some details of the analysis of
regularization.

The appendix contains further formulas relevant to §5.

We would like to thank M. Atiyah, V. Della Pietra, C. Fefferman, D.
Freed, N. Hitchin, C. Simpson, and G. Washnitzer for helpful discussions.

1. Geometric setup and pushed down connection

In this section we consider the quantization of a finite-dimensional sym-
plectic manifold .# which is the symplectic quotient of an affine sym-
plectic manifold %/ by a suitable subgroup of the affine symplectic group.
Quantization of .# is carried out by choosing a suitable complex struc-
ture J on . which induces one on .# . We describe the projectively
flat connection whose existence shows that quantization of .# is indepen-
dent of the choice of J . This is an interesting, though fairly trivial, result
about geometric quantization. Its real interest comes in the generalization
to gauge theory, which will occupy the rest of the paper.
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Most of this section is a review of concepts which are well known, al-
though possibly not in precisely this packaging [22], [36], [37], [43]. We
review this material in some detail in the hope of making the paper acces-
sible. _

1la. Symplectic geometry and Kihler quantization. To begin with, we
consider a symplectic manifold &/ , that is, a manifold with a closed and
nondegenerate two-form . Nondegeneracy means that if we regard w
as a map from w : T — T« , then there is an inverse map o !
T*s¢ — T . In local coordinates, a', if

(1.1) w:wijdai/\daj,
and

_ TR 19}
1.2 T iy Sy
(1-2) 8a’  8d’

then the matrices w,. and " are inverses,
ij
K ok
(1.3) ;0 =4, .

Let C*(«/) denote the smooth functions on % . Given h € C™(&),
we form the vector field V, = co_l(dh) called the flow of . Itis a
symplectic vector field—that is, the symplectic form ¢« is annihilated by
the Lie derivative .S’Vh—since .9”,,}](60) = (thd + di,,h)w = d(thw) (since
w is closed) and by the definition of ¥, one has th {(w) = —dh. Con-
versely, given a symplectic vector field V', that is a vector field ¥V such
that .#},(w) = 0, one has a closed one-form o = i, (w). A function A
such that o = dh is called a Hamiltonian function or moment map for
V . If the first Betti number of .# is zero, then every symplectic vector
field on & can be derived from some Hamiltonian function.

The symplectic vector fields on & form a Lie algebra. If two symplectic
vector fields Ve and V, can be derived from Hamiltonian functions f
and g, then their commutator [Vf, V:g] can likewise be derived from a
Hamiltonian function; in fact

(1.4) [Ves Vel = Vs g1y

where [f, glpp denotes the so-called Poisson bracket
(1.5) [f, gleg = @ '(df , dg) = w’0,f -0,

Therefore, the symplectic vector fields that can be derived from Hamilto-
nians form a Lie subalgebra of the totality of symplectic vector fields.
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Essentially by virtue of (1.4) the Poisson bracket obeys the Jacobi iden-
tity

(16) [[fs g]pBa h]pB + [[g’ h]PB’ f]pB + [[h, f]pBa g]pB = Oa

so that under the [ , ] 5 operation, the smooth functions on & have a Lie
algebra structure. It is evident that the center of this Lie algebra consists
of functions f such that df = 0; in other words, if %/ is connected, it
consists of the constant functions. The smooth functions on &/ are also a
commutative, associative algebra under ordinary pointwise multiplication,
and the two structures are compatible in the sense that

(1-7) [f, gh]sz[fa g]pB'h+[f= h]pB'g'

These compatible structures [ , ],z and pointwise multiplication give
C™ (&) a structure of “Poisson-Lie algebra”.

According to quantum mechanics textbooks, “quantization” of a sym-
plectic manifold % means constructing “as nearly as possible” a unitary
Hilbert space representation of the Poisson-Lie algebra C*°(%/). This
would mean finding a Hilbert space H and a linear map f — f from
smoo@\real-vglued functiggs on & to selfadjoint operators on H such
that (fg) = f-2 and [f, glpg = i[f, g]. One also requires (or proves
from an assumption of faithfulness and irreducibility), that if 1 denotes
the constant function on A, then 1 is the identity operator on H .

This notion of what quantization should mean is however far too ide-
alized; it is easy to see that such a Hilbert space representation of the
Poisson-Lie algebra C™°(&/) does not exist. Quantum mechanics text-
books therefore instruct one to construct something that is “as close as
possible” to a representation of C°°(%/). This is of course a vague state-
ment. In general, a really satisfactory notion of what “quantization” should
mean exists only in certain special classes of examples. The proper study
of these examples, on the other hand, leads to much information. The
examples we will be considering in this paper are affine spaces and their
symplectic quotients by subgroups of the affine symplectic group obeying
certain restrictions.

Prequantization. If one considers C™° (%) purely as a Lie algebra, a
Hilbert space representation can be constructed via the process of “pre-
quantization”.

Actually, for prequantization one requires that ﬁw represents an inte-
gral cohomology class. This condition ensures the existence of a Hermitian
line bundle .%° over ./ with a connection V that is compatible with the
Hermitian metric (, ) and has curvature —iw . The isomorphism class
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of £ (as a unitary line bundle with connection) may not be unique; given
one choice of .%, any other choice is of the form .¥’ = ¥ ® S, where S
is a flat unitary line bundle, determined by an element of H' (&, U(1)).
The problem of prequantization has a solution for every choice of .¥.

Let & be the group of diffeomorphisms of the total space of the line
bundle .# which preserves all the structure we have introduced (the fibra-
tion over &, the connection, and the Hermitian structure). Let
H,.(% ,Z) be the “prequantum” Hilbert space of all square integrable
sections of . Since % acts on Z, it also acts on H,:(% ,.Z"). An
element, D, of the Lie algebra of % is just a vector field on .# lifted
to act on % . Acting on H (&, Z), this corresponds to a first-order
differential operator,

(1.8) D=V, +ih

Here T is the vector field representing the action of D on the base space
& and A& is a function on ¥ . The conditions that D preserves the
connection is that for any vector field v we have

(1.9) [Vy+ih, V,1=Vg,.

Since the curvature of V is —iw, this is true if and only if 7=V, . One
may easily check that the map p, from C (&) to the Lie algebra of #
defined by

(1.10) Por(h) = %vVh +h

is an isomorphism of Lie algebras. In addition, the function 1 maps to
the unit operator.

Prequantization, as just described, is a universal recipe which respects
the Lie algebra structure of C™ (&) at the cost of disregarding the other
part of the Poisson-Lie structure, coming from the fact that C(%/) is a
commutative associative algebra under multiplication of functions. Quan-
tization, as opposed to prequantization, is a compromise between the two
structures, and in contrast to prequantization, there is no universal recipe
for what quantization should mean. We now turn to the case of affine
spaces, the most important case in which there is a good recipe.

Quantization of affine spaces. Let &/ be a 2n-dimensional affine space,
with linear coordinates @', i = 1...2n and an affine symplectic structure

i J
(1.11) w=w;dada,

with o, being an invertible (constant) skew matrix.
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The Poisson brackets of the linear functions g’ are
i ij
(1.12) [a,alpg=0w".

In contrast to prequantization, in which one finds a Lie algebra rep-
resentation of all of C*°(&/) in a Hilbert space /#, in quantization we
content ourselves with finding a Hilbert space representation of the Pois-
son brackets of the linear functions, that is, a Hilbert space representation
of the Lie algebra

o~ e~

(1.13) [ai,aj]=—iwij.

Actually, we want Hilbert space representations of the “Heisenberg Lie al-
gebra” (1.13) that integrate to representations of the corresponding group.
This group, the Heisenberg group, is simply the subgroup of % that lifts
the affine translations. According to a classic theorem by Stone and von
Neumann, the irreducible unitary representation of the Heisenberg group
is unique up to isomorphism, the isomorphism being unique up to multipli-
cation by an element of U(1) (the group of complex numbers of modulus
one). Representing only the Heisenberg group—and not all of C™°(%/)—
means that quantization can be carried out in a small subspace of the
prequantum Hilbert space.

Action of the affine symplectic group. Before actually constructing a
representation of the Heisenberg group, let us discuss some properties that
any such representation must have.

The affine symplectic group #Z —the group of affine transformations of
&/ that preserve the symplectic structure—acts by outer automorphisms
on the Lie algebra (1.13). The pullback of a representation p of (1.13)
by an element w of # is another representation p' of (1.13) in the
same Hilbert space H . The uniqueness theorem therefore gives a unitary
operator U(w) : H — H such that p' = U(w)o p. The U(w) are
unique up to multiplication by an element of U(1), and therefore it is
automatically true that for w, w' € H, U(ww') = U(w)U(w )a(w, w')
where a(w, w') is a U(1)-valued two-cocycle of % . Thus, the U(w)
give a representation of a central extension by U(1) of the group 7 .
It can be shown that if one restricts to the /inear symplectic group—the
subgroup of 7" that fixes a point in ./ —then (for finite-dimensional
affine spaces) the kernel of this central extension can be reduced to Z/2Z.

Now, let us investigate the extent to which a representation p of the
Lie algebra (1.13) can be extended to a representation of the Poisson-
Lie algebra C™(&/). One immediately sees that this is impossible, since
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one would require both p(aiaj) = p(ai)p(aj) and p(aiaj) = p(ajai) =
p(a’)p(a’); but

(1.14) p(@)p(d) - p(a)p(a’) = —iws".

Thus, p cannot be extended to a representation of C*°(%). However,

the right-hand side of (1.14), though not zero, is in the center of C*°(%),
and this enables us to take one more important step. Defining

(1.15) pla'a’) = L(p(a")p(a’) + p(d’)p(a)),
one verifies that
[p(@'d’), p(a*a)] = -ip(la'd’, d“dl,p)

[p(a), pa"a')] = ~ip(ld’, a“a'lpy).

To interpret (1.16) observe that the linear and quadratic functions on &/
form, under Poisson bracket, a Lie algebra which is a central extension
of the Lie algebra of the affine symplectic group. In other words, the
Hamiltonian functions from which the generators of the affine symplectic
group can be derived are simply the linear and quadratic functions on % .
Equation (1.16), together with (1.13), means that any representation of
the Lie algebra (1.13) automatically extends to a projective representation
of the Lie algebra of the affine symplectic group 7 . This is an infinites-
imal counterpart of a fact that we have already noted: by virtue of the
uniqueness theorems for irreducible representations of (1.13), the group
#  automatically acts projectively in any such representation.

The verification of (1.16) depends on the fact that the ambiguity in the
definition of p(a'a’)—the difference between p(a’')p(a’) and p(a’) p(a’)
—is central. For polynomials in the a' of higher than second order, differ-
ent orderings differ by terms that are no longer central, and it is impossible
to extend p to a representation of C°°(2/) even as a Lie algebra, let alone
a Poisson-Lie algebra. It is natural to adopt a symmetric definition

(1.16)

(1.17) p(aa--.a") = %(a'la'2 -a"" + permutations) ,
but for n > 2 this does not give a homomorphism of Lie algebras.
Quantization. There remains now the problem of actually constructing
Hilbert space representations of (1.13). There are two standard construc-
tions (which are equivalent, of course, in view of the uniqueness theorem).
Each construction involves a choice of a “polarization”, that is, a maximal
linearly independent commuting subset of the linear functions on & . In
the first approach, one takes these functions to be real valued. In the sec-
ond approach, they are complex valued and linearly independent over C.
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We will describe the second approach; it is the approach that will actually
be useful in what follows.

Pick a complex structure J on & , invariant under affine translations,
such that @ is positive and of type (1, 1). Then one can find n linear
functions z' that are holomorphic in the complex structure J such that

(1.18) w=+idz' AdZ'.

Let .% be the prequantum line bundle introduced in our discussion of
prequantization. We recall that .% is to be a Hermitian line bundle with
a connection V whose curvature form is —iw. Since the (0, 2) part
of w vanishes, the connection V gives .# a structure as a holomorphic
line bundle. In fact, . may be identified as the trivial holomorphic line
bundle whose holomorphic sections are holomorphic functions ¥ and
with the Hermitian structure |y|* = exp(—h) - Wy, with h = >, z'z.
Indeed, the connection V compatible with the holomorphic structure and
with this Hermitian structure has curvature 99(—h) = S.dz'dz' = ~iw.
Since H 1(% , U(1)) = 0, the prequantum line bundle just constructed is
unique up to isomorphism.

We now define the quantum Hilbert space X/Ql ; » in which the Heisen-

berg group is to be represented, to be the Hilbert space HLOz (& ,Z) of
holomorphic L? sections of .& . We recall that, by contrast, the prequan-
tum Hilbert space consists of all L? sections of .% without the holomor-
phicity requirement.

The required representation p of the Heisenberg group is the restriction
of the prequantum action to the quantum Hilbert space. At the Lie algebra
level, the z' act as multiplication operators,

(1.19) p(2w =1y,
and the z' act as derivatives with respect to the z ,
~i 0
(1.20) P = .
0z

That this representation is unitary follows from the identity

(1.21) o= (1. ov).

which asserts that p(?i) is the Hermitian adjoint of p(zi). (Of course,
with the chosen Hermitian structure on &, (x, ¥) = [exp(-3.,Z;z,)

iv.)



GEOMETRIC QUANTIZATION OF CHERN-SIMONS GAUGE THEORY 799

Irreducibility of this representation of the Heisenberg group can be
proved in an elementary fashion. This irreducibility is a hallmark of quan-
tization as opposed to prequantization.

Because of the uniqueness theorem for irreducible unitary representa-
tions of the Heisenberg group, the Hilbert space Z/Q] ; that we constructed
above is, up to the usual projective ambiguity, independent of the choice
of J (as long as J obeys the restrictions we imposed: it is invariant
under the affine translations, and w is positive and of type (1, 1)). It au-
tomatically admits a projective action of the group of all affine symplectic
transformations, including those that do not preserve J .

Infinitesimally, the independence of J is equivalent to the existence of
a projective action of the Lie algebra of the affine symplectic group. Its
existence follows from what we have said before; we have noted in (1.16)
that given any representation x’ — p(x’) of the Heisenberg Lie algebra,
no matter how constructed, one can represent the Lie algebra of the affine
symplectic group by expressions quadratic in the p(x'). In the represen-
tation that we have constructed of the Heisenberg Lie algebra, since the
p(z') and p(Z') are differential operators on & of order 0 and 1, respec-
tively, and the Lie algebra of the affine symplectic group is represented by
expressions quadratic in these, this Lie algebra is represented by differen-
tial operators of (at most) second order. By the action of this Lie algebra,
one sees the underlying symplectic geometry of the affine space &/ , though
an arbitrary choice of a complex structure J of the allowed type has been
used in the quantization.

Quantization of Kdhler manifolds. In this form, one can propose to
“quantize” symplectic manifolds more general than affine spaces. Let
(& , w) be a symplectic manifold with a chosen complex structure J such
that w 1is positive and of type (1, 1) (and so defines a Kéhler structure
on the complex manifold .# ). Any prequantum line bundle .# automat-
ically has a holomorphic structure, since its curvature is of type (1, 1),
and the Hilbert space ng (&, L) can be regarded as a quantization of
(&, w). In this generality, however, Kéhler quantization depends on the
choice of J and does not exhibit the underlying symplectic geometry.
What is special about the Kihler quantization of affine spaces is that in
that case, through the action of the affine symplectic group, one can see the
underlying symplectic geometry even though a complex structure is used
in quantization.

Most of this paper will in fact be concerned with quantization of spe-
cial Kihler manifolds that are closely related to affine spaces. So we will
now discuss Kéhler quantization in detail, considering first some general
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features and then properties that are special to affine spaces. To begin, we
review some basic definitions to make our notation clear.

An almost complex structure J on a manifold ./ is a linear operator
from T/ to itself with J* = —1 , 1.e. a complex structure on 7.2/ . On
Ts/ @ C we can form the projection operators 7, = %(1 —iJ) and 7=
%(1 +iJ). The image of = is the subspace of 7%/ ® C on which J acts
by multiplication by i. It is called 79 or the holomorphic tangent
space. Similarly, 7O Vg is the space on which J acts by multiplication
by —i. The transpose maps nz and n; act on 7"/ ® C. We define
709 and 70D a5 their images. Given local coordinates ai, we may
define

(1.22) da* = nz(dai) , da' = nfdai.
The statement that J is a complex structure means that we may pick our
coordinates a' so that d a' actually is the differential of a complex valued

function a* and dd’ is the differential of the complex conjugate a.
We should make contact with more usual notation. The usual complex
and real coordinates are

zi=xi+iyi fori=1,..,n,

(1.23) ;[ xt fori=1,..,n,

a = i—n .

y fori=n+1, .., 2n.

So we have '

; 1.? fori=1

i 5Z or i y s B,
(1.24) a ={ i i )

-3z fori=n+1, .., 2n.

We may decompose a 2-form ¢ as the sum of its (2, 0), (1, 1), and
(0, 2) components:
0,(2,0)

iq g 0,2 i,
=0, da'da*, c%? = a;;da'da’ ,

(1.25) (1,1) i 7 i,
o) = aﬁda'da’ +0;,da da’.
In general, any real tensor can be thought of as a complex tensor with the
indices running over i and i which correspond to a basis for T.% ® C.
We also assume that J is compatible with @ in the sense that
w(Jv, Jw) = w(v, w) for any v, w € T . This amounts to the as-
sumption that

JTa) =-wJ

J _ J
J Dy = wijJ k-

(1.26)

This is so exactly when w is purely of type (1, 1).
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We may form the map g = woJ from T.%/ to T'% . Equivalently
g is the J compatible nondegenerate symmetric bilinear form:

(1.27) glv,w)y=w,Jw) forv,wew.

Finally, we assume that J is chosen so that g is a positive definite metric.
In summary, 7./ is a complex manifold with a Riemannian metric, g,
which is compatible with the complex structure and so that w = —go J
is a symplectic form. This is just the definition of a Kihler manifold; w
is also called the Kéihler form.

A connection V on a vector bundle 77 over a Kidhler manifold which
obeys the integrability condition

(1.28) 0=[V;, V5]

induces a holomorphic structure on 77, the local holomorphic sections
being the sections annihilated by V;. In particular, since w is of type
(1, 1), the prequantum line bundle .#, which is endowed with a unitary
connection obeying

(1.29) [V, Vjl=-iw;,
1s always endowed with a holomorphic structure. It is this property that
enables one to define the quantum Hilbert space %] ; as ng (& ,2).

Variation of complex structure. In general, given a symplectic manifold
& with symplectic structure w, it may be impossible to find a Kihler
polarization—that is, a complex structure J for which w has the proper-
ties of a Kéhler form. If however a Kéhler polarization exists, it is certainly
not unique, since it can be conjugated by any symplectic diffeomorphism.
To properly justify the name “quantization”, which implies a process in
which one is seeing the underlying symplectic geometry and not properties
that depend on the choice of a Kdhler structure, one would ideally like to
have a canonical identification of the %[ ; as J varies. This, however,
is certainly too much to hope for.

In many important problems, there is a natural choice of Kihler polari-
zation—for instance, a unique choice compatible with the symmetries of
the problem. We will be dealing with situations in which there is not a
single natural choice of Kihler polarization, but a preferred family 7 .
For instance, for &/ affine we take .7 to consist of translationally in-
variant complex structures such that w is a Kéhler form. In such a case,
the spaces }Z’Ql ;= 22 (&, ZF) are the fibers of a Hilbert bundle %
over I . % is a subbundle of the trivial Hilbert bundle with total space
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Ay =Hp (o, Z)x T . We will aim to find a canonical (projective) iden-
tification of the fibers Z/Ql ;> as J varies, by finding a natural projectively

flat Hermitian connection 72 on fZ/Q The parameter spaces .7 will be
simply connected, so such a connection leads by parallel transport to an
identification of the fibers of % .

Let ' be the subgroup of € consisting of those elements whose action
on the space of complex structures on &/ leaves 7 invariant setwise.
An element ¢ € &' maps #,|; to #|,, in an obvious way. Using

the projectively flat connection 6’7Q to identify Z/QI s With Z/Q] 7, We
get a unitary operator ¢|; : %l ;= Z/Q] ;- We consider the association
¢ — ¢|, to represent a quantization of the symplectic transformation ¢
if the ¢[, are invariant (at least projectively) under parallel transport by
i Q. In this case we say that ¢ is quantizable. It is evident that the
symplectic transformations that are quantizable in this sense form a group
&";forany J, ¢ — ¢|, is a projective representation of this group (the
representations obtained for different J’s are of course conjugate under
parallel transport by 5’70 ).

Repeating this discussion at the Lie algebra level, we obtain the follow-
ing definition of quantization of functions # whose flow leaves 7 invari-
ant. (For &/ affine, 4 is any quadratic function.) Let 5;.'] = ,S’Vh(J ) €
T,9 be the infinitesimal change in J induced by 4. Let & be the triv-
ial connection on the trivial bundle Z;r. The quantization of # can be
written as a sum of first-order differential operators on I'(J, an) ,

(1.30) ih = ipo(h) + 35 , —(5%5 ; + constant.
h h

The first term is the naive prequantum contribution. The second term
represents the fact that the prequantum operator should also be thought
of as moving the complex structure. The third term is our use of 5% to
return to the original complex structure so that /4 is just a linear transfor-
mation on the fibers of %r . To check that (1.30) leaves the subbundle
ZT/Q invariant we observe that acting on sections of X/Q

Ve © h= (Vi Poclh) = idéh ;]
=-V = 0.

—i.?,,h(n;v)-f-i(ééh,)(n;v)

(1.31)

In the first line of (1.31), 05 , 1s the trivial connection acting in the 6hJ
h
direction on sections of the trivial bundle %r — 7 . In the second line
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it is the trivial connection on 7./ @ C x  — 7 . The first equality
in (1.31) follows from the facts that n-v annihilates holomorphic sec-
tions and that 7 takes holomorphic sections to holomorphic sections.
The second equality follows from (1.9). Equation (1.31) shows that A
preserves holomorphicity as desired.

The requirement that % is independent of complex structure is the
statement that

(1.32) o%eh = 0.

If 6% is projectively flat this implies that quantization is a projective
representation:

(1.33) [y, iylop = ilh, , by] + constant.

Connection for quantization of affine space. We now turn to the case in
which & is an affine symplectic manifold and .7 consists of translation-
ally invariant complex structures. We take a’ to be global affine coordi-
nates. By the uniqueness theorem for irreducible unitary representations
of the Heisenberg algebra we know that the projectively flat connection
5% must exist. It may be defined in several equivalent ways which we
shall discuss in turn.

1. We first present a simple explicit formula for 5% and then show
that it corresponds to any of the definitions below. The connection 5%
is given by

(1.34.1) s =5-0",
(1.342) 6" =M1V v, with MY = _L(sJo "),

Here JJ is a one form on .7 with values in Hom(7T.%/ , 7./ ). We call
@ the connection one-form for 67¢. It is a second-order differential
operator on & acting on sections of .. We use the superscript ‘up’ to
distinguish it from the connection one-form which we will construct for
quantization of the symplectic quotient .# .

To demonstrate that 7@ preserves holomorphicity and is projectively
flat, we need the variation with respect to J of the statements that J 2=
—1 and that J is w-compatible (1.26), that is,

(135)  0=JdJ+3JJ =0 800, +67 I/, = 28], ~2i8J';

(1.36) (wdJ);; = (wéJ)U + (wdJ)s- 1is symmetric.

7
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Using these identities as well as the fact that V has curvature —iw, it is
easy to check that 5% preserves holomorphicity (so that it does in fact
give a connection on the bundle % over .7 ). To calculate the curvature

RJZQ a2 up up __ :

= (672)" we first observe that & A&~ = 0 because holomorphic
derivatives commute. To calculate &Y we must remember that the
meaning of the indices ; and i change as we change J. One way to
account for this is to use only indices of type i and explicitly write 7,
wherever needed. Using the formulas

1

(1.37.1) om, = —58J
(1.37.2) anf=+%aJ,
we find
¥ 7 . -
(1.38) R"® =-36" = —{3J550 | = —{Te(n 67 nSJ).

This is a two-form on .7 whose coefficients are multiplication operators
by constant functions, i.e., 6% is projectively flat as desired.

2. The essential feature of the connection that we have just defined is
that @ = 5—6"" is a second-order differential operator. The reason for
this key property is that in quantization of an affine space, the Lie algebra
of the affine symplectic group is represented by second-order differential
operators. Indeed, a change dJ of complex structure is induced by the
flow of the Hamiltonian function

(1.39) h=-4wls))dd

In the discussion leading to (1.15), we have already defined the quantiza-
tion of a quadratic function

(1.40) h=h,a'd +ha +h,
by symmetric ordering,
(1.41) p(h)=h=h3{a'd +d'a'y + ha' +h,.

This preserves holomorphicity for any complex structure J and gives a
representation of the quadratic Hamiltonian functions on %| 7 - Accord-

ing to (1.30) (dropping the constant), & = ¢ ~ 6%° is to be simply
ih— ip,(h), with A in (1.41). This leads to the definition (1.34) of the
connection 57 2

2Note that (1.30), with a constant included, holds true for arbitrary /4, and not just those
of the form (1.39). By properly including the “metaplectic correction” we can actually find
a flat connection and arrange for all unwanted constant factors to vanish.
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3. One natural candidate, which exists quite generally, for the connec-
tion on % is the “orthogonally projected” connection for Z’Q considered
as a subbundle of the trivial Hilbert bundle %r. It may be defined by

(1.42) <yl6%ey >s=<yloy' > fory, v e(T, z).

Although we may write this formula down quite generally, there is no
general reason that it should yield a projectively flat connection. However,
in the case at hand, we may check that this definition agrees with that of
points 1 and 2 above. This is so because &7 does not change form after
integrating by parts, and @?% = 0. This implies that our connection is
in fact unitary.

4. Closely related to point 3 is the fact that 5% may also be described as
the unique unitary connection compatible with the holomorphic structure
on /?Q We discussed the holomorphic structure on i/Q previously. To
describe it explicitly we first note that a complex structure on the space
g is defined by stating that the forms 8J% are of type (1, 0) and that

the forms §Jj£ are of type (0, 1). In other words, the (1, 0) and (0, 1)
pieces of §J are

(1.43) 67" =n 6Jn, and 6V

=ndJm,.
Let 59 and 6" be the holomorphic and antiholomorphic pieces of
the trivial connection on ’Z)r . Holomorphic sections of %r are those sec-

tions which are annihilated by the & operator 5D We define sections
of Z/Q to be holomorphic if they are holomorphic as sections of fZ;r . The
integrability condition that we can find a local holomorphic trivialization
of Z’é is satisfied if we can show that 6°'" leaves % invariant. But
this is true since for y a section of % , we have

(1.49) vy =l v,, 6%y = —4@IO VY voy =0

The statement that 572 as defined in point 1 above is compatible with the
holomorphic structure is just the observation that 5% @1 =6 since
@ only depends on J¢J (1.9)

1b. Symplectic quotients and pushing down geometric objects. Affine
spaces by themselves are comparatively dull. The facts just described get
considerably more interest because they have counterparts for symplectic
guotients of affine spaces. Our applications will ultimately come by consid-
ering finite-dimensional symplectic quotients of infinite-dimensional affine

spaces.
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Symplectic quotients. To begin, we discuss symplectic quotients of a
general symplectic manifold % , w. Suppose that a group % acts on &
by symplectic diffeomorphisms. We would like to define the natural notion
of the “quotient” of a symplectic manifold by a symplectic group action.
This requires defining the “moment map”.

Let g be the Lie algebraof & and T : g — Vect(&/) be the infinitesimal
group action. Since & preserves w, the image of T consists of symplectic
vector fields. A comoment map for the & action is a & invariant map,
F, from g to the Hamiltonian functions on & (where & acts on g by
the adjoint action). To express this in component notation, let L, be a
basis for g and 7, = T(L,). Since T is a representation, we have

(1.45) [T, T,1=f, T

¢?
where j;bc are the structure constants of ¥ . The comoment map is given
by functions F, whose flow is T, . Invariance of F under the connected
component of & is equivalent to the statement that F is a Lie algebra
homomorphism,

(1.46) {F,, F,}pp = f,s F..

For each 4 € &, F (A) are the components of a vector in the dual space
g’ . We may view F as a map from & to g'. Viewed this way it is
called a moment map.

Since the moment map and {0} C & are ¥ invariant, so is F~'(0).
The quotient space # = F —1(0) /& 1is called the symplectic or Marsden-
Weinstein quotient of % by % 2 With mild assumptions, .# is a non-
singular manifold near the points corresponding to generic orbits of & in
F _1(0). We will always restrict ourselves to nonsingular regions of .# ,
although we do not introduce any special notation to indicate this. We
have the quotient map:

n:F ' (0)— F~
A A
We may define a symplectic structure, @&, on .# by

1
(1.47) 0/ =4

(1.48) @40, W) = 0, (v, w) ford,de Tl

3This quotient plays a role in elementary physics. If &/ is the phase space of a physical
system, and £ as a group of symmetries, then .# is simply the phase space for the effec-
tive dynamics after one restricts to the level sets of the conserved momenta and solves the
equations that can be integrated trivially due to group invariance. Alternatively, if the F,
are constraints generating gauge transformations of an unphysical phase space, then .# is
the physical phase space left after solving the constraints and identifying gauge equivalent
configurations.
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By Z-invariance and the fact that
(1.49) o(T,,u)=0 for ue TF™(0),

the definition is independent of our choice of 4, v, and w. This is
the first example of our theme of “pushing down” geometric objects from
& to # . The basic principle is that the objects (symplectic form, com-
plex structure, bundles, connections, etc.) that we consider on &/ are
Z-invariant so that when restricted to F ™' (0) they push down to the cor-
responding objects on .# .

Pushing down the prequantum line bundle. In order to push down the
prequantum line bundle we must assume we are given a lift of the %-
action on & to a Z-action on .# which preserves the connection and
Hermitian structure, i.e., an action by elements of % . The Lie algebra
version of such a lift is just a moment map. We may define the pushdown
bundle .Z by stating its sections,

(1.50) T, ) =TF\0),2).

The & superscript tells us to take the Z-invariant subspace. A line bun-
dle on .# with (1.50) as its sheaf of sections will exist if & acts freely
on F _1(0) (or more generally if for all x € F ‘1(0) , the isotropy sub-
group of x in % acts trivially on the fiber of . at x). A section
v € I'(F _1(0), &) is invariant under the connected component of %
precisely if

(1.51) 0=ip(F), = VT,,W'
The pushdown connection may be defined by
(1.52) V=V, .

Here v is any vector field on F _1(0) which pushes forward to ¥ on ./# .
By (1.51) the right-hand side of (1.52) is independent of our choice of v.
To show that (1.52) is a good definition we must show that the right-hand
side is annihilated by VTa' This can be done using (1.29) and (1.49).

Similarly, one can check that V has curvature —ic.

Pushing down the complex structure. To proceed further, we assume that
& is an affine space and that & is a Lie subgroup of the affine symplectic
group such that (i) there is an invariant metric on the Lie algebra g, and
(ii) the action of & on & leaves fixed an affine Kéhler polarization. We
continue to assume that the Z-action on %/ has been lifted to an action
on % with a choice of moment map. We let . be the space of Kihler



808 SCOTT AXELROD, STEVE DELLA PIETRA & EDWARD WITTEN

polarizations of &/ that are invariant under the affine translations and
also Z-invariant. 7 is nonempty and contractible.

Since & acts linearly, there is a unique extension of the &-action to
an action of the complexification &, which is holomorphic as a function
from ¥ x & to & . In a closely related context of compact group ac-
tions on projective spaces, a basic theorem of Mumford, Sternberg, and
Guillemin [16; 24, p. 158] asserts that the symplectic quotient .# of &/
by ¥ is naturally diffeomorphic to the quotient, in the sense of algebraic
geometry, of &/ by Z.. Since the latter receives a complex structure as a
holomorphic quotient, .# receives one also.

Those results about group actions on projective spaces carry over almost
directly to our problem of certain types of group actions on affine spaces,
using the fact that subgroups of the affine symplectic group obeying our
hypotheses are actually extensions of compact groups by abelian ones. We
will not develop this explicitly as actually the properties of the geometry of
# that we need can be seen directly by local considerations near F _1(0) ,
without appeal to the “global” results of geometric invariant theory. For
instance, let us give a direct description of an almost complex structure J
obtained on .# which coincides with the one given by its identification
with &/ /& when geometric invariant theory holds. (By the methods of
§3a below, this almost complex structure can be shown to be integrable
without reference to geometric invariant theory.) Let g, be the complexi-
fication of the Lie algebra g. The action of &_ is determined by the action
of ¥ and g, . Since we want it to be holomorphic in &, the complex Lie
algebra action T, :g, — Vect(&/) must be

(1.53) T(L,) =T, T.(iL,) = JT,.

[ a?
Atevery A€ F -1 (0), we have the following inclusion of spaces:
TF'0) ¢ Tw
(1.54) U U
T(e® < T.(g)
So we have the map

(1.55) il =[Tpor/T@®)], — T /T (8,).

One can show that this is an isomorphism by simple dimension count-
ing. As a quotient of complex vector spaces, the right-hand side of (1.55)
receives a complex structure. Therefore, under the identification (1.55),
T;# receives a complex structure. (By Z-invariance, the choice of a
point 4 in the orbit above A4 is immaterial.) The fact that (1.55) is
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an isomorphism is just the infinitesimal version of the statement that
M = o/ |Z . This isomorphism may also be proved using the Hodge
theory description that we will present in §3. For instance, surjectivity of
(1.55) follows since the representative of shortest length of any vector in
T« [T (g,) actually liesin TF _1(0) . This argument is just the infinitesi-
mal version of the proof that .# = .o/ /& , which uses a distance function
to choose preferred elements on the & orbits.

_Geometric invariant theory also constructs a holomorphic line bundle
Z over & /%, such that, if n :.% — &/ is the natural projection,
then .% = n* (%) . Moreover, .# has the property that
(1.56) H(w,2)° =H(« /%, 2).

This equation is a holomorphic analog of (1.50). Under the identification
of # with &/ /Z , the two definitions of Z agree.

Connection for quantization of # . We let Z;;r be the trivial prequan-
tum bundle over .7~ whose fibers are the sections of .. We let Z;’Q
be the bundle whose fibers consist of holomorphic sections of .¥. The
quantum bundle % that arises in quantizing .# may be identified with

the Z-invariant subbundle of the quantum bundle % that entered in our
discussion of the quantization of the affine space ./ :

> 0 & 0 2\ % 0 Z\7 Z
(1.57) %|J=HL2 ! ’=VHL2 ! = 11,2 ! =(%|J)
M 54 54

The second to last equality in (1.57) is due to the fact that, for holomorphic
sections, ¥ -invariance is equivalent to £-invariance. The ¥-action on
Z’Q is just the prequantum action. It is invariant under parallel transport
by % . i

Thus we may identify Z/Q with a subbundle of Z/Q which is preserved

under parallel transport by (5’7’? . Therefore §7¢ restricts to the desired
projectively flat connection 6% on the subbundle ﬁf’Q Of course, the

Hermitian structure of % is the one it inherits as a subbundle of Z’Q
In finite dimensions, this is a complete description of the projectively
flat connection on %; there is no need to say more. However, even in
finite dimensions, one obtains a better understanding of the projectively
flat connection on Z}é by describing it as much as possible in terms of
the intrinsic geometry of .# . Moreover, the main application that we
envision is to a gauge theory problem in which & and & are infinite
dimensional, though the symplectic quotient .# is finite dimensional. In
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this situation, the “upstairs” quantum bundle % is difficult to define
rigorously, though the “downstairs” bundle /f’é is certainly well defined.

Under these conditions, we cannot simply define a connection on % by
restricting the connection on % to the Z-invariant subspace. At best, we

can construct a “downstairs” connection on % by imitating the formulas
that one would obtain if Z’”Q , with a projectively flat connection of the
standard form, did exist. Lacking a suitable construction of #,, one
must then check ex post facto that the connection that is constructed on
% has the correct properties. This is the program that we will pursue in
this paper.

The desired connection on Z’b should have the following key properties.
The connection form should be a second order differential operator on .# ,
since the connection upstairs has this property and since a second-order
differential operator, restricted to act on & -invariant functions, will push
down to a second-order differential operator. The connection should be
projectively flat. And it should be unitary.

In the gauge theory problem, we will be able to understand the first two
of these properties. In fact, we will see that there is a natural connection
on % that is given by a second-order differential operator, and that this
connection is projectively flat. Most of these properties (except for van-
ishing of the (2, 0) part of the curvature) can be understood in terms
of the local differential geometry of .# . Unitarity appears more difficult
and perhaps can only be understood by referring back to the underlying
infinite-dimensional affine space .7 . It is even conceivable that a con-
struction of the “upstairs” bundle % is possible and would be the best
approach along the lines of gauge theory to understanding the unitarity of
the induced connection on the ¥ -invariant subbundle.

1c. Theta functions. As an example of the above ideas, we consider
the case in which & is a 2n-dimensional real vector space, with affine
symplectic form o and prequantum line bundle ., and Z is the discrete
group of translations by a lattice A in ./ whose action on & lifts to an
action on .# . Picking such a lift, and taking the A-invariant sections of
Z , we get a prequantum bundle .# over the torus /4 =7 /A.

To quantize .# , we pick an affine complex structure J on &% which
defines a Kihler polarization; it descends to a complex structure J on A .
The existence of the prequantum line bundle .%, with curvature of type
(1, 1), means that the complex torus .# is actually a polarized abelian
variety. The Hilbert space %[ I HO(% , ) serves as a quantization
of A4 .
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This Hilbert space %l ; 1s, in classical terminology, the space of theta

functions for the polarized abelian variety (/# , 7).

Classically, one then goes on to consider the behavior as J varies in
the Siegel upper half plane Q, which parametrizes the affine Kihler po-
larizations of % . Thus, the quantum Hilbert spaces %| ;> as J varies,

fit together into a holomorphic bundle % over .

Since the work of Jacobi, it has been known that it is convenient to fix
the theta functions, in their dependence on J, to obey a certain “heat
equation”. While it is well known that the theta functions, for fixed J,
have a conceptual description as holomorphic sections of the line bundle
%, the conceptual origin of the heat equation which fixes the dependence
on J is much less well known. In fact, this heat equation is most natu-
rally understood in terms of the concepts that we have introduced above.
The heat equation is simply the projectively flat connection 5% on the
quantum bundle ZZ over ) which expresses the fact that, up to the usual
projective ambiguity, the quantization of .# is canonically independent
of the choice of Kihler polarization J . The usual theta functions, which
obey the heat equations, are projectively parallel sections of % . The fact
that they obey the heat equation means that the quantum state that they
represent is independent of J .

Actually, the connection 5% as we have defined it in equation (1.34)
is only projectively flat. The central curvature of this connection can be
removed by twisting the bundle /# by a suitable line bundle over Q (with

a connection whose curvature is minus that of 672 ). The heat equation as

usually formulated differs from 5% by such a twisting. In the literature
on geometric quantization, the twisting to remove the central curvature is
called the “metaplectic correction”. We have not incorporated this twisting
in this paper because it cannot be naturally carried out in the gauge theory
problem of interest.

In the rest of this subsection, we shall work out the details of the relation
of the heat equation to the connection 6% . These details are not needed
in the rest of the paper and can be omitted without loss.

Prequantization of # . A prequantum Hermitian line bundle Z on A
with connection with curvature —iw is, up to isomorphism, the quotient
of & x C under the identifications

(4,v)~(4+4, ¢(4)v),
where the “multipliers” e, can be taken to be of the form
(1.58) e,(4) = e(A) exp(—fw(A4 — Ay, 1))
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Here 4, is a point in . /A and may be considered as parametrizing the
possible flat line bundles over .# , and €(4) € {£1} satisfies

(159) C(AI+,{2)=G(ll)e(lz)(_l)wul,12)/27['
A section of & is a function s: & — C satisfying
(1.60) s(A+ 1) = e (A)s(A).

The connection and metric can be taken to be

(1.61)  Vs(4)= (a_i_" + %wijA’> s(4),  lIsllA) = sl
Family of complex structures on # . The Siegel upper half-space Q
of complex, symmetric n x n matrices Z with positive imaginary part
parametrizes affine Kéhler polarizations of &/ and .# . For Z in Q we
may define the complex structure J, on % as follows. Fix an integral
basis 4; for A so that in terms of the dual coordinates {x;} on &/,

w _ i i+n
(1.62) I = ;aidx Adx™",

Such a basis always exists (see [15]). (The ¢, are nonzero integers called
elementary divisors; they depend on the choice of A.) The complex struc-
ture J, is defined by saying that the functions

(1.63) At = o (5,.x‘ +Zz,.jx“”) ,  i=1...n,
J
are holomorphic. In terms of these,

(1.64) w=niy d4' (ImZ);' d4'.
ij
The map Z + J, is a holomorphic map, which may be shown to map
onto .7 .
We easily compute

(1.65) 6"t = -(6"""2)mz)™

)i IN
The bundle Zz and the connection 5% . The quantum Hilbert space

%| 7, is the space of holomorphic sections of .% and is thus identified
with functions s satisfying (1.60) and

(1.66) 0=Vs(Z, 4) = (_a_#

= %(Im Z)i_j'Ai) s(Z, A).
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A§ Z varies, such functions correspond to sections of the Hilbert bundle
% — 7 ( pulled back to Q).

It is not hard to write down explicitly the action of the connection 5%
on sections of % realized in this way. Recall that

Z., Py ') _ l“
(1.67) §e=o-Mvy, Ml=-}@¢Jo he.

(1.61) gives the actions of the covariant derivatives V; on s5; and (1.64)

and (1.65) give expressions for w and 697 . We need an expression
for the action of 6 on s. For any function s(Z, A4), let st(Z, A)
denote the exterior derivative in the Z directions when A is considered
independent. It is given by the formula

L, i 7 , - 3}
(1.68) &= 6"+ (4= 4) (((5“ 9Z)(ImZ) l)ijﬁ
- <(6(°'”Z><Im2>“>,.,.i_.)} :
o4’

where the second line takes into account the dependence of the coordinates
At and A’ on Z . Substituting this expression and the formulas for Vi,

w, and 6J into (1.67) gives a formula for 5% acting on sections of Zz
realized as functions s satisfying (1.60).

A more convenient formula, from the point of view of making contact
with the traditional expressions for theta functions, however, is obtained
by changing the trivialization of .2 = & xC so that holomorphic sections
are represented by holomorphic functions of Z and 4. Such a change in
trivialization corresponds to a function g:Q x & — C satisfying

(1.69) gV;g_l = i_ and ga(O,l)g—l _ 5200
oA

To obtain the usual theta functions, we take

(1.70) g(Z, 4) =exp (%Ai(lm z); (4 - Al)> ,

If we now write 6(Z, 4) =s(Z, A)g(Z, A), then the conditions that
s(Z , A) represent a holomorphic section of % are that 6 is holomorphic
as a function of Z and A and has the periodicities

0(Z, A+1,)=e()6(Z, 4)

1.71 A
(171 0(Z, A+2,,) =€, ,)exp(-2nid" - niZ,)0(Z , A).



814 SCOTT AXELROD, STEVE DELLA PIETRA & EDWARD WITTEN

The classical theta functions satisfy these conditions. The choice of € is
called the theta characteristic.
Acting on 6(Z, A), the holomorphic derivatives become

V.60(Z,4)= (& ~n(ImZ); (4’ - Ai)) 8(Z, A)

9
o4t

6(1,0)0(2’ A) _ [52(1,0) + ((5(1,0)2)(Imz)—1)u(Ai_Aj)
(1.72)

+ (mz)™ 6" 0Zz)mz) ™),

x (A-— A"y (4L - A")} 0(Z, A).

Combining the equations (1.64), (1.65), and (1.72), we find after a short
calculation

. ~ 1 .
(1.73) 67 = 57 —%Tr(ImZ_lé(l’o)Z),
where
710 _[sz0_ L 005 8 8
(1.74) & 9(Z,4)=|0o 770 D ys 5| 02 A

N
The modified connection 67¢ has zero curvature. The equation
> 1(1,0)
o% 6(Z, A) = 0 is the heat equation satisfied by the classical theta

functions. _,

It may be shown that the modified connection 6% is that obtained
when account is taken of the “metaplectic correction”. Thus the depen-
dence of the classical theta functions on Z is naturally interpreted from
this point of view as the statement that as Z varies, the theta functions
6(Z,)e %[ 7 Tepresent the same quantum state.

2. The gauge theory problem

In this section we will describe the concrete problem that actually mo-
tivated the investigation in this paper. It is the problem of quantizing
the moduli space .# of flat connections on a two dimensional surface
Z (of genus g, oriented, connected, compact, and without boundary).
This moduli space can be regarded (as shown in [3]) as the symplectic
quotient of an underlying infinite dimensional affine space by the action
of the gauge group. Our goal is to explain concretely how this viewpoint
leads to a projectively flat connection that makes possible quantization of
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A . In this section, we will aim for simplicity rather than precision and
rigor. The precision and rigor will be achieved in later sections (which are
independent of this one). Our goal in this section is to explain as directly
as possible and without any unnecessary machinery the precise definition
of the projectively flat connection that is used for quantization of .# , for
the benefit of readers who may have use for the formulas. Also, we will
explain in a language that should be familiar to physicists how one sees
from this (2 + 1)-dimensional point of view a subtlety that is well known
in (1 + 1)-dimensions, namely the replacement in many formulas of the
“level” k by k + h, with & being the dual Coxeter number of the gauge
group.

Preliminaries. Let G be a compact Lie group, which for convenience
we take to be simple. The simple Lie algebra Lie(G) admits an invariant
positive definite Killing form ( , ), unique up to multiplication by a
positive number. If F is the curvature of a universal G-bundle over the
classifying space BG, a choice of ( , ) enables us to define an element
A= (F,\F) of H(BG,R). We normalize ( , ) so that A/27 is a
de Rham representative for a generator of H4(BG, Z) = Z. This basic
inner product ( , ) is defined in down to earth terms in the appendix.

Let E beaprincipal G-bundle on the surface . Let 4 be a connection
on E . Locally, after picking a trivialization of E, A can be expanded

(2.1) A=Y 4T,

where T, is a basis of the Lie algebra Lie(G) of G. We can take T, to
be an orthonormal basis in the sense that (T, T,) = 6,, . In this basis the
Lie algebra Lie(G) may be described explicitly in terms of the structure
constants f,:

(2.2) [T, T,i=f,T.

c

Defining f, = fabdécd, invariance of ( , ) implies that f,, is com-
pletely antisymmetric.
One has

(2.3) fabcfcdb =20,,h,

where £ is the dual Coxeter number of G (as defined in the appendix).
Let &7 be the space of smooth connectionson £ . &7 is an affine space;

its tangent space 7.2/ consists of one forms on X with values in ad(E).

&7 has a natural symplectic structure, determined by the symplectic form

(2.4) W, = % /2 s4°n64" 65,
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The symplectic form that we will actually use in quantization is
(2.5) w=k- w,,

with k a positive integer called the “level”.
After picking local coordinates on X, the connection d, can be de-
scribed by the explicit formula for covariant derivatives

(2.6) D,é=(8,+4,°T,)e,

with ¢ denoting a section of any associated bundle to E. And the curva-
ture form is

d
(2.7) F,=04,"-0,4"+f,4°4"
The “gauge group” Z is the group of automorphisms of E as a princi-

pal bundle. An element g of the gauge group transforms the connection
d, by

(2.8) dA—>g-dA-g_1.
Z is an infinite-dimensional Lie group whose Lie algebra g consists of

the smooth sections of ad(E). The action of g on &/ is described by the
map

(2.9) € - —d e

from I'(ad(E)) to T,(&).

The action of the group & on the space % of connections preserves
the symplectic structure «. The moment map F : & — g’ is the map
which takes a connection A to its curvature. The curvature F is a two-
form with values in ad(E) and is identified with an element of g’ by the
pairing

k
(2.10) <F’€>=G/,_(€’F)

for € e I'(ad(E)) .

The zeros of the moment map F _1(0) thus consist of flat connections,
and the quotient . # = F '1(0) /% is therefore the moduli space of flat
connections on E, up to gauge transformation. If G is connected and
simply connected, .# is simply the moduli space of flat G bundles over
X. If, however, G is not connected and simply connected, there may be
several topological types of flat G bundles on X, and .# is the moduli
space of flat bundles with the topological type of E.

The general arguments about symplectic quotients apply in this situa-
tion, so that the symplectic structure w, on &/ descends to a symplectic
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structure on .# , which we will call @, . Our normalization convention on

(, ) ensures that @,/2n represents an integral element of H 2(/{ , RY,
so that (@, is at least prequantizable.

Holomorphic interpretation. Our goal is to quantize .# with the sym-
plectic structure w, and more generally with the symplectic structure
w=ka,.

One of the important ingredients will be a construction of a suitable
complex structure on & . To do so, we pick a complex structure J on X
(such that the orientation on X determined by J is the given one). This
choice induces a complex structure J, on ./, as follows. The tangent
space 7.2/ consists of one forms on X with values in ad(EF). Given a
complex structure J on X, we define

(2.11) J,04=—-J0d4, 0AeTH .
Relative to this complex structure
(2.12) T =T 6 TV,

where T"'% and T "o consist respectively of (0, 1)-forms and
(1, 0)-forms on X with values in ad(E). (This is opposite to the choice of
complex structure on & which appears frequently in the physics literature
in which the holomorphic directions are represented by holomorphic one-
forms on X. The above choice, however, is more natural since it is the
antiholomorphic one-forms which couple to the § operator on X, and it
is this operator, which defines a complex structure on the bundle E , which
we want to vary holomorphically as a function of the complex structures
on X and & .) It is evident that with the choice (2.12) the symplectic
form w on & is positive and of type (1, 1).

By analogy with the discussion in §1 of group actions on finite-dimen-
sional affine spaces, one might expect that once the complex structure J,
is picked, the action of the gauge group & can be analytically continued to
an action of the complexified gauge group &, (which, in local coordinates,
consists of smooth maps of £ to G,, the complexification of G). It is
easy to see that this is so. Once the complex structure J is picked on X,
the connection d, can be decomposed as

(2.13) d,=8,+3,,

where 9, and a 4 are the (1,0) and (0, 1) pieces of the connection,
respectively. The & action on connections is then determined by the
formula

(2.14) 0,—8-0,-8
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It is evident that this action is holomorphic. (2.14) implies the complex
conjugate formula

with g the complex conjugate of g.

Equation (2.14) has the following interpretation. For dimensional rea-
sons, the (0, 2) part of the curvature of any connection on a Riemann
surface T vanishes. Therefore, for any connection 4, the d 4 operator
gives a holomorphic structure to the principal G -bundle E, (E, is the
complexification of E). The holomorphic structures determined by two
such operators 9, and 9 ,, are equivalent if and only 8, and 9, are
conjugate by a transformation of the kind (2.14), that is, if and only if

they are on the same orbit of the action of & on & . Therefore, the

set &/ /%, can be identified with the set ./ 1(0) of equivalence classes of
holomorphic structures on E, .

Under a suitable topological restriction, for instance, if G = SO(3) and
E isan SO(3) bundle over X with nonzero second Stieffel-Whitney class,
Z. acts freely on & . In this case, we will simply refer to ./IJ(O) as A ;
it is the moduli space of holomorphic G, bundles over X, of specified
topological type. The subscript in .#, is meant to emphasize that these
bundles are holomorphic in the complex structure J . In general, reducible
connections correspond to singularities in the quotient % /% _; in this case,
instead of the naive set theoretic quotient &/ /¥ , one should take the
quotient in the sense of geometric invariant theory. Doing so, one gets the
moduli space .#, of semistable G, bundles on X, of a fixed topological
type.

For finite-dimensional affine spaces, we know that the symplectic quo-
tient by a compact group can be identified with the ordinary quotient by
the complexified group. Does such a result hold for the action of the gauge
group & on the infinite-dimensional affine space ./ ? The symplectic quo-
tient of &/ by ¥ is the moduli space .# of flat connections on E ; the
ordinary quotient of .# by & gives the moduli space .#, of holomor-
phic structures on E_. In fact, there is an obvious map i : # — &,
coming from the fact that any flat structure on E determines a holomor-
phic structure on E_. Using Hodge theory, it is easy to see that the map
i induces an isomorphism of the tangent spaces of .# and .#, . Indeed,
T# = H'(Z, ad(E,)). (Here H'(XZ,ad(E,)) denotes de Rham coho-
mology of X with values in the flat bundle ad(E,).) According to the
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Hodge decomposition, the complexification of H l(}:, ad(E))) is
(2.16)  HLE,ad(E,))=H*" (=, ad(E,)) & H" (X, ad(E,)),

and on the right-hand side we recognize the (1, 0) and (0, 1) parts of
the complexified tangent bundle of .4 .

Actually, it is a fundamental theorem of Narasimhan and Seshadri that
the map / is an isomorphism between .# and .#,. Just as in our dis-
cussion of the comparison between symplectic quotients and holomorphic
quotients of finite-dimensional affine spaces, the symplectic form w be-
comes a Kéihler form on .#, under this isomorphism. In particular, w
is of type (1, 1}, so any prequantum line bundle Z over .# becomes
a holomorphic line bundle on .#, (and in fact taking the holomorphic
sections of powers of % leads to an embedding of A, in projective
space).

Thus, the Narasimhan-Seshadri theorem gives us a situation similar to
the situation for symplectic quotients of affine spaces in finite dimensions.
As the complex structure J on X varies, the .#; vary as Kéhler man-
ifolds, but as symplectic manifolds they are canonically isomorphic to a
fixed symplectic variety .# .

Since diffeomorphisms that are isotopic to the identity act trivially on
A , isotopic complex structures J and J' give the same Hodge decompo-
sitions (2.16), not just “equivalent” ones. Therefore, the complex structure
of .#, depends on the complex structure J on X only up to isotopy.

The moduli space of complex structures on X up to isotopy is usually
called the Teichmuller space of X; we will denoteitas 9 . Apoint t €.
does not determine a canonical complex structure on X (it determines
one only up to isotopy). But in view of the above, the choice of ¢ does
determine a canonical complex structure J, on the moduli space .# of
flat connections. The complex structure J, varies holomorphically in ¢.
Therefore, the product .# x .7 , regarded as a bundle over 9, gets a
natural complex structure, with the fibers being isomorphic as symplectic
manifolds but the complex structure of the fibers varying with ¢.

Prequantization and the action of the mapping class group. There are
several rigorous approaches to constructing a prequantum line bundle &
over .#—that is, a unitary line bundle with a connection of curvature
—ié. Since for G a compact, semisimple Lie group, b,(#) vanishes
and H 1(//? , U(1)) is a finite set, there are finitely many isomorphism
classes of such prequantum line bundles.

Holomorphically, one can pick a complex structure J on Z, and take
Z 1o be the determinant line bundle Det ; of the F) ; operator coupled to
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the associated bundle E(R) determined by some representation R of the
gauge group. If this line bundle is endowed with the Ray-Singer-Quillen
metric, then the main result of [27] shows that its curvature is —i/(R)- @, ,
where /(R) is defined by —Trg(T,T,) = I[(R)J,,. Though this construc-
tion depends on a choice of complex structure on Z, the line bundle
Det,, as a unitary line bundle with connection, is independent of the
complex structure chosen since the space of complex structures is con-
nected and (according to the remark at the end of the last paragraph) the
set of isomorphism classes of prequantum bundles is a finite set. (The
isomorphism among the Det, as J varies can also be seen more explic-
itly by using the Quillen connection to define a parallel transport on the
Det, bundle as J varies.) Thus, if k is of the form 2¢,(R) for some not
necessarily irreducible representation of G, the prequantum bundle can
be defined as a determinant line bundle.

From the point of view of the present paper, it is more natural to con-
struct the prequantum line bundle by pushing down a trivial prequantum
bundle . from the underlying infinite-dimensional affine space & . This
can be done rigorously {28]. 4

Once E is fixed, there is some subgroup 1"2 g of the mapping class
group of X consisting of diffeomorphisms ¢ that fix the topological type
of E. I'y ¢ has an evident action on A coming from the interpretation
of the latter as a moduli space of representations of 7n,(X). The goal of
the present paper is to construct an action of I"z g on the Hilbert spaces
obtained by quantizing .# . For this aim, we lift the action of the mapping
class group of ¥ on .# to an action (or at least a projective action) on
the prequantum line bundle & .

Actually, if the prequantum line bundle is unique up to isomorphism,
which occurs if G is connected and simply connected in which case
H 1(/ , U(1)) = 0, then at least a projective action of the mapping class
group is automatic. Even if the prequantum line bundle is not unique up
to isomorphism, on a prequantum line bundle constructed as a determi-
nant line bundle one automatically gets a projective action of the mapping
class group. (If ¢ is a diffeomorphism of X, and £ has been constructed
as Det, for some J, then ¢ naturally maps det ; to det oI which has a
projective identification with det, noted in the last paragraph.)

The construction of prequantum line bundles via pushdown is also a nat-
ural framework for constructing actions (not just projective actions) of the

“The authors of that paper consider explicitly the case of G = SU(2), but it should be
straightforward to generalize their constructions.
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mapping class group. We will now sketch how this construction arises from
the three-dimensional point of view. This will be discussed more precisely
elsewhere. To start with, we choose an element of H 4(BG, Z). This al-
lows us to define an R/27nZ valued “Chern-Simons” functional of connec-
tions on G bundles over three-manifolds with boundary, as discussed in
[6]. The functional S obeys the factorization property that eSMo-Eo. o) _
eSMiE A [ iS(My By 4) if the three-manifold M, with bundle E; and
connection A4, is obtained by gluing M|, E,, 4, to M,,E,, A,. The
gluing is accomplished by an identiﬁcation, <I> : El |E1 — Ezl22 , of the
restriction of E, to some boundary component £, of M, with the re-
striction of E, to some boundary component X, of M,. Now fix a
bundle E over a surface . Let 4 be an element of the space & of
connectionson E. For i =1, 2, let (M,, E;, A;) be obtained by cross-
ing (X, E, 4) with an interval. So for each automorphism ® of E (not
necessarily base preserving) we may form M, E;, 4, by gluing. We thus
obtain a function p(®, 4) = ¢S Mo-Eo-4) prom Aut(E) x & to U(1).
By factorization, p is a lift of the action of Aut(E)} on & to the trivial
line bundle over & . By restricting to flat connections and factoring out
by the normal subgroup Aut'(E) of Aut(E) consisting of automorphism
which lift diffefomorphisms of £ which are connected to the identity, we
obtain the line bundle ¥ over .# with an action of the mapping class
group Ty ; = Aut(E)/Aut'(E).

Finally, we can introduce the action of the mapping class group Fz, E
on the quantum bundle % over .7 . The fiber %I , of ZZ , Over a point
ted ,issimply H O(ﬁ 5, Z }. Obviously, since the mapping class group

has been seen to act on ., its action on .7 lifts naturally to an action
on % Our goal is to construct a natural, projectively flat connection

V on the bundle /%, — .9 . Naturalness will mean in particular that V
is invariant under the action of I' s - A projectively flat connection on
9 thatis I“Z E-invariant determines a projective representation of l",_ E-
Thus, in this way we will obtain representations of the genus g mapping
class groups. These representations are genus g counterparts of the Jones
representations of the braid group.

The precise connection with Jones’s work depends on the following.
At least formally, one can generalize the constructions to give represen-
tations of the mapping class groups F for a surface of genus g with
n marked points P ,---, P . This 1s done by considering flat connec-

tions on X —~|J; P, with prescribed monodromies around the P;. Jones’s
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representations would then correspond to some of the representations so
obtained for Iy , . For simplicity, we will only consider the case without
marked points.

Construction of the connection. We will now describe how, formally, one
can obtain the desired connection on the bundle /‘f’é — .9, by formally
supposing that one has a quantization of the infinite-dimensional affine
space &/ , and “pushing down” the resulting formulas from & to .# .

To begin with, we must (formally) quantize . . This is done by using
the complex structure J,, on & that comes (as described above) from a
choice of a complex structure J on X. The prequantum line bundle ¥
over .%/ 1is a unitary line bundle with a connection V of curvature —iw.
To describe this more explicitly, let z be a local complex coordinate on
o, and define §/64,%(z) and 6/64.°(z) by

0
V) = [z S PRL

)

(2.17)
Vop(d) = /Z dzZﬁ;JAf(z) w(4)

for u and ¥ adjoint valued (1, 0) and (0, 1) forms on X and d*z =
idzdZ . (We will sometimes abbreviate f; d’z as J5 ) Then the connec-
tion V is characterized by

) ) .k
(2.18) [5Awa(w) ’ 5A7b(2):| = _laéabazﬁ(zﬁ w),
along with
0 0 ) 0
2.19 , = a ) =
(2.19) [JA,“(z) (SAwb(w)] [(M; (2) (SAmb(w)} 0

(In (2.18), 0,;(z, w)dzdw represents the identity operator on
I'(K ® ad(E)); that is f; dWdwd,zu, = u,. We also have

/ d7dz 7.5, = 7.
ZZ

The “upstairs” quantum Hilbert space Z/Ql ; consists of holomorphic sec-
tions ¥ of the prequantum bundle, that is, sections obeying

z

What we actually wish to study is the object %l ;=H 0 (A, Z) intro-
duced in the last subsection. The latter is perfectly well defined. Formally,
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this well-defined object should be the & -invariant subspace of the larger
space Z/Q| 7 - At present, the latter is ill defined.

But proceeding formally, we will attempt to interpret ZZI ; asthe &-
invariant subspace of Z’Q |, . Supposing for simplicity that & is connected,
the Z -invariant subspace is the same as the subspace invariant under the
Lie algebra g, of & . The condition for g _-invariance is

0 k
(2.21) (—D?m + Z;aabF;z(zO ¥ =0,
Here F?az(z) is the curvature of the connection A, which enters because
it is the moment map in the action of the gauge group on the space of
connections. Also, D_ = 5‘9? + A is the (0, 1) component of the exterior
derivative coupled to A4.

Green’s functions. To proceed further, it is convenient to introduce
certain useful Green’s functions that arise in differential geometry on the
smooth surface X. In what follows, we will be working with flat connec-
tions on X—corresponding to zeros of the moment map for the -action
on &%/ . For flat connections, the relevant Green’s functions can all be ex-
pressed in terms of the Green’s function of the Laplacian, or equivalently
the operator 80 . For simplicity, we shall assume that this operator has no
kernel. Let #n,: Zx X — X, for i =1, 2, be the projections on the first
and second factors respectively. Let E; = n; (E), for i =1, 2. Similarly,
let K be the canonical line bundle of X, regarded as a complex Riemann
surface with complex structure J, and let K; = n:‘(K ).

The Green’s function for the operator 99 is a section ¢ of ad(E,) ®
ad(E,)" over £x Z—A (A being the diagonal), such that

(2.22) D.D_¢" (z,w) =60, (z, w).

(Here d;,(z, w) satisfies fzw dwdwd;,vg, = v;,.) It is convenient to
also introduce

(2.23) L’ (z,w)=D,$",(z, w)

and

(2.24) LS, (z,w)=Dy¢", (2, w).

They are sections, respectively, of K, ®@ad(E 1)®ad(E2)V and K ,®ad(E,)®
ad(Ez)V ,over £ x X —A, and obviously obey (for 4 a flat connection)

(2.25) DL’ (z,w)=-D,L° (z,w)=6%6,(z, w)

z™z b
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On H 0(K ® ad(FE)), there is a natural Hermitian structure given by
2 1 f=za .p
(2.26) W=+ /X T als,

Let A,%(z), i = 1...(¢ ~ 1) - Dim(G), be an orthonormal basis for
H°(K ® ad(E)), that is, an orthonormal basis of ad(E)-valued (1, 0)
forms obeying

(2.27) D, (2) =

Obviously, their complex conjugates I(i)a are ad(E)-valued (0, 1)-forms
that furnish an orthonormal basis of solutions of the complex conjugate
equation

(2.28) D Z..%(z) =0.

Finally, we have

(229)  DgL‘,(z,w)=—06%0,5(z, w)+ > ZA )/1 —(w),

together with the complex conjugate equation.

We can now re-express (2.21) in a form that is convenient for construct-
ing the well-defined expressions on .#, that are formally associated with
ill-defined expressions on %/ . Let

-~ a b))

230 =3, = |, For gy
And for future use, let

.__ 2 S
(2.31) D=9, =/)t . (z)m.
Then

0 a

23) o= A_ / L°(z, w)Dy Sy +Zz(,.)z ()2,

The symbol fz is just an instruction to integrate over the w variable.
(2.32) is proved by integrating D, by parts and using (2.29).

At last, we learn thaton a sectlon ¥ of # | ; that obeys (2.21), we can
write

)

(2.33) s~ 70

/dwde »(z, w)E b (W) +Z /1(1 z).@
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The point of this formula is that arbitrary derivatives with respect to 4,
appearing on the left, are expressed in terms of derivatives .9(1.) in finitely
many directions that correspond exactly to the tangent directions to .# .

We also will require formulas for the change in the i(i)a(z) and their
complex conjugates I(i)a(z) under a change in the flat connection A4.
There is some arbitrariness here, since although the sum

(2.34) %Z 2 (207 (w)

is canonical—it represents the projection operator onto the kernel of & 4
acting on one-forms—the individual /1( l.)“(z) are certainly not canonically
defined. However, expanding around a particular flat connection A, it is
convenient to choose the Z(l.) so that, to first order in dA,

J = b

(2.35) m%m (w) = 0.

This choice is natural since 4, does not appear in the equation obeyed by
the I( ) (in other words this equation depends antiholomorphically on the
connection). Varying (2.28) with respect to the connection and requiring
that the orthonormality of the l(i) should be preserved then leads to
) b

(2.36) mlmw

Construction of the connection. We are now in a position to construct
the desired connection on the quantum bundle )’% — 9 . First, we work
“upstairs” on ./ . To define a complex structure on % , we need an actual
complex structure on X, not just one defined up to isotopy. Accordingly,
we shall also work over the space of complex structures on X. We discuss
below why, for the final answer, these complex structures need actually
only be defined up to isotopy. The projectively flat connection on %
that governs quantization of &/ is formally

(w) = —iL,"(w, 2) £,*4,,°(2).

¥, it 4n z ) )

(2.37) 5 Q—a“Z'T/,:‘Wf S T

Given the formulas for the symplectic structure and complex structure of
&, (2.37) is an almost precise formal transcription of the basic formula—
equation (1.34)—for quantization of an affine space. However, for finite-
dimensional affine spaces, one would have ¢ = 1, as we see in (1.34); in
the present infinite-dimensional situation, it is essential, as we will see, to
permit ourselves the freedom of taking ¢ # 1.
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We now wish to restrict 67 to act on Z -invariant sections ¥ of ZZ ,
that is, sections that obey (2.33). On such sections, we can use (2.33) to

write
2. 38)
itn
e —/ 5 5A_
X (E/z dwdez”b(z, w)Fo (w +ZA )

We now want to move 6/5A7“(z) to the right on (2.41), so that—
acting on & invariant sections—we can use (2.33) again. At this point,
however, it is convenient to make the following simplification. Our goal is
to obtain a well-defined connection on sections of .& over .# x{J} which
are holomorphic in .# . Since we are working at flat connections, after
moving &/6A4."(z) to the right in (2.38), we are entitled to set F = 0.
This causes certain terms to vanish.

In moving & /5A7“ to the right, we encounter a term

o b

(2.39) 570 (@) = —iD, (8, 6.5z, w)).

We also pick up a term

_9
645%(2)
where we have blindly used (2.36); the meaning of this formal expression
that involves the value of a Green’s function on the diagonal will have to

be discussed later. With the help of (2.39) and (2.40), one finds that upon
moving 6/64.%(z) to the right and setting F =0 one gets

(240) j~(l')za(z) = _iLzad(Z’ Z) f;wdl(i)zc(z) ’

k
(2.4.1) —-L (2, 2) f,

s% -5+ 2 (—ﬁ/ dwdwL’,(z, w)(D, (6" ,6(z, w)))
s\ 4nJs,

d ¢
Az (Z)-@(n

0
+ 7 E}“ ’)JA ())

Now we use (2.33) again. The resulting expression can be simplified by
setting F to zero, and using the fact that .@mF =0 at F =0 (by virtue
of (2.39) and (2.27)). Also it is convenient to integrate by parts in the w
variable in the first line of (2.41), using the delta function to eliminate the
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w integration. After these steps, the connection on % turns out to be

(2.42.1) 6% =5 1o,

b4 z k b
@ = _E 3 6']7 (Z;{(J aDszab(z’ w))|w=2

(2.42.2) - Lzad(z , Z) ﬂcdi(i)zc(z)@(i)

1
+ 72 Ay (22 Z’lu)za(z)'@m) :
i

J

Notice that the combination
a
(2.43) Z A (DD,
H

which is the only expression through which the i(i) appear in (2.42), is
independent of the choice of an orthonormal basis of the l(i)" .

Regularization. The first problem in understanding (2.42) is to make
sense of the Green’s functions on the diagonal

244) £ LSz, 2) and (6°,D,L1(z, W) ],...

a”w™z b

These particular Green’s functions on the diagonal have an interpre-
tation familiar to physicists. Consider a free field theory with an anti-
commuting spin zero field ¢ and a (1, 0)-form b, both in the adjoint
representation, and with the Lagrangian

(2.45) Z = / d?dszca(z)b:(z).
b
Let us introduce the current J, (z) = fcadbj(z)cd(z) and the stress tensor

T, (z) = b}(z)D_c"(z). Then the Green’s functions appearing in (2.44)
are formally

(246) fcaszad(z ’ Z) = <ch>, ’
and
(2.47) (67D L, (2, W) Iy, = (T, (2))

where the symbol ( )’ means to take an expectation value with the kernel
of the kinetic operator D, projected out. Interpreted in this way, the
desired Green’s functions on the diagonal have been extensively studied
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in the physics literature on “anomalies”. Thus, the crucial properties of
these particular Green’s functions are well known to physicists.

The interpretation of the Green’s functions on the diagonal that appear
in (2.44) as the expectation values of the current J° and the stress tensor
T can also be recast in a language that will be recognizable to mathemati-
cians. Introduce a metric g,, on X which is a Kdhler metric for the
complex structure J. Then one has the Laplacian A : I'(X, ad(E)) —
I'(Z, ad(E)), defined by A = —g‘“’D#DV . Let

(2.48) H =det'(A)

be the regularized determinant of the Laplacian. H is a functional of
the connection 4 (which appears in the covariant derivative Dﬂ ) and the
metric g. We can interpret (2.46) and (2.47) as the statements that

d . 0
(249) f;a Lzad(z, Z) = —lm lnH,
and
b )
(2.50) (6" ,D,L°(z, w))|,_, = 6g71nH.

Given a regularization of the determinant of the Laplacian—for in-
stance, Pauli-Villars regularization, often used by physicists, or zeta func-
tion regularization, usually preferred in the mathematical theory—the
right-hand sides of (2.49) and (2.50) are perfectly well defined, and can
serve as definitions of the left-hand sides. Since these were the problematic
terms in the formula (2.42) for the connection on the quantum bundle, we
have now made this formula well defined. It remains to determine whether
this connection has the desired properties.

Conformal and diffeomorphism invariance. In defining the Green’s func-
tions on the diagonal, we have had to introduce a metric, not just a complex
structure. To ensure diffeomorphism invariance we will choose the metric
to depend on the complex structure in a natural way. Before making such
a choice, however, we shall explain the simple way in which the connection
(2.42) transforms under conformal rescalings of the metric.

One knows from the theory of regularized determinants (or the theory
of the conformal anomaly in (1 + 1)-dimensions) that under a conformal
rescaling g — ed’g of the metric, with ¢ being a real-valued function on
X, the regularized determinant H transforms as

(2.51) H — exp(S(¢, 8))-H,
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where S(¢, g) is the Liouville action with an appropriate normalization
and may be defined by

3 Dim(G)

2.52) 5550, 8)= =5 T VER,

together with the group laws S(0, g) = 1 and S(¢,+9¢,, g) = S(¢,, e¢2g)-
S(#,, g). Here, \/gR is the scalar curvature density of the metric g. The
crucial property of S(¢, g) is that it is independent of the connection 4.
We conclude that under a conformal rescaling of the metric, the current
expectation value defined in (2.49) is invariant. On the other hand, the
expectation value (2.50) of the stress tensor transforms as

@DL mwmw (5DL(LWMM

a“w~z b a“w™z b

+Eg—z7(s(¢’g))'

(2.53)

This means that under a conformal transformation of the metric of Z,
the connection 672 defined in (2.42) transforms as

(2.54) 6% 6% wim [ 81750 (S, 8)).

The second term on the right-hand side of (2.54), being independent of
the connection A, is a function on the base in the fibration # x9 — 9 .
On each fiber, this function is a constant, and this means that the second

term on the right in (2.54) is a central term. Up to a projective factor, 5%

is conformally invariant. The central term in the change of 6% under a
conformal transformation has for its (1 + 1)-dimensional counterpart the
conformal anomaly in current algebra.

To show that our connection lives over Teichmiiller space and is invari-
ant under the mapping class group one must check that 6% is invariant
under a diffeomorphism of X, and that the connection form & vanishes
for the variation ¢ JEZ = 8?112 of the complex structure induced by a vec-
tor field v on X. The first assertion is automatic if we always equip X
with a metric that is determined in a natural way by the complex structure
(for instance, the constant curvature metric of unit area or the Arakelov
metric), since except for the choice of metric the rest of our construction
is natural and so diffeomorphism invariant. The second point may be
verified directly by substituting 6J.° = 8_v° into (2.42), integrating by
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parts, and using (2.28). It follows more conceptually from the fact that
the connection may be written in a form intrinsic on .# (see §4) and from
the fact that H and the Kihler structure on .# depend on the complex
structure J on X only up to isotopy.

Properties to be verified. Let us state precisely what has been achieved so
far. Over the moduli space .# of flat connections, we fix a Hermitian line
bundle . of curvature —i¢® with an action of the mapping class group.
The prequantum Hilbert space is I'(/#,.%). The prequantum bundle
over Teichmuller space 7 is the trivial bundle Z;I;r =I'#,ZL)xT .
The connection J—¢Z (with the regularization defined in (2.49), (2.50)) is
rigorously well defined as a connection on the prequantum bundle. What
remains is to show that this connection has the following desired proper-
ties.

(1) The quantum bundle Z}é over 7 isthe subbundle of ffgr consisting

of holomorphic sections of the prequantum line bundle; that is, Z’é[ ;=

H O(JZJ ,-Z). We would like to show that (with the correct choice of the
parameter ¢ ) the connection d —¢Z on X;r preserves holomorphicity and
thus restricts to a connection on % .

(i1) We would like to show that this restricted connection, 6% | is pro-
jectively flat, and that it is unitary for the correct choice of a unitary
structure on Z}é.

Of course, for symplectic quotients of finite-dimensional affine spaces,
these properties would be automatic consequences of simple “upstairs”
facts that are easy to verify. The reason that there is something to be done
is that here the underlying affine space is infinite dimensional. Since we do
not have a rigorous quantization of the “upstairs” space, we need to verify

ex post facto that the connection 6% has the desired properties. Except
for unitarity, which we will not be able to understand except in genus one
(see §5), this will be done in §§3, 4, and 7. The computations will be done
in a framework that is expressed directly, to the extent possible, in terms
of the intrinsic geometry of the moduli space .# . These computations
could be carried out directly in the framework and notation of the present
section, but they are simpler if expressed in terms of the intrinsic geometry
of .# . However, we will here describe (nonrigorously, but in a language
that may be quite familiar to some readers) a small piece of the direct,
explicit verification of property (i). This piece of the verification of (i)
is illuminating because it explains a phenomenon that is well known in
conformal field theory, namely the replacement of the “level” k by k+ A
in many formulas.
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The anomaly. In (2.30) and (2.31), we have introduced bases 9(,.) and

9 (m) of T"'9# and TO Vg , respectively. The symplectic structure

of .# can be described by the statement that, acting on sections of .,
— k

(2.55) [9(”,), .Q(i)] = —Hdim.

This can be verified directly using (2.18) and the orthonormality of the A’s
(and the fact that a section of . over .# is the same as a g -invariant
section on & ).

Now, property (i) above—that the connection & — & preserves holo-
morphicity—amounts to the statement that, at least when acting on holo-
morphic sections of &,

(2.56) 0=[6-10,9,]=19, Dl +1Z,,,, .

The analogue of (2.56) would of course be true for symplectic quotients
of finite-dimensional affine spaces. For the present problem, (2.56) can be
verified directly although tediously. In doing so, one meets many terms
that would be present in the finite-dimensional case. There is really only
one point at which one meets an “anomaly” that would not be present in
the finite-dimensional case. This comes from the term in t[g(m) , @] with
the structure

@sn) - [ 60 (Fplalal) T 12,
(0

m)?

Now, formally the current Jz“(z) is defined in a Lagrangian (2.45)
that depends holomorphically on the connection A, that is, A5 and not
A, appears in this Lagrangian. Naively, therefore, one might expect that
< J,,(2) >" or any other quantity computed from this Lagrangian would
be independent of 4, and therefore annihilated by 7 (m) -

However, the quantum field theory defined by the Lagrangian (2.45)
is anomalous. As a result of the anomaly in this theory, there is a clash
between gauge invariance and the claim that the current is independent
of 4,. At least for £ of genus zero, where there are no zero modes
to worry about, one can indeed define the quantum current < Jz”(z) >’
so as to be annihilated by §/64,°(z), but in this case < J,. >’ is not
gauge invariant. In the case at hand, we must insist on gauge invariance
since otherwise the basic formulas such as the definition of the connection
(2.42) do not make sense on the moduli space .# . Indeed, in (2.49) we
have regulated the current in a way that preserves gauge invariance. The
anomaly is the assertion that the gauge invariant current defined in (2.49)
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cannot be independent of A, ; rather one has

) ro 1
(258) m < Jza(z) > = E%bézm(z, 'LU)h 4o,
Here 4 is the dual Coxeter number, defined in (2.3). The --- terms in

(2.58), which would be absent for ¥ of genus zero, arise because in addi-
tion to the anomalous term that comes from the short distance anomaly
in quantizing the chiral Lagrangian (2.45), there is an additional depen-
dence of (Jz)' on A, that comes because of projecting away the zero
modes present in (2.45) in defining ( )'. These --- terms have analogs
for symplectic quotients of finite-dimensional manifolds, and cancel in a
somewhat elaborate way against other terms that arise in evaluating (2.56).
We want to focus on the implications of the anomalous term.

The contribution of the anomalous term to (2.57) and (2.56) is
ith
(2.59) < ) / ST 2 (2) Y 3, (2)D,
(B

Terms of the same structure come from two other sources. As we see in
(2.42), the last term in the connection form & is a second-order differ-
ential operator &, . In computing t[g(m) , @,], one finds with the use of
2.55 a term

it z a a
(2.60) - (5) /Z ST, (z)%:lz(i) ()9,

The last contribution of a similar nature comes from

5Tl = 5. [ ome" 5A6< ]

2.61
et

704, (z) )
The --- terms are proportional to J/d4, and annihilate holomorphic
sections of .%°. On the other hand,

) i.,z 0

2.62 0, ——| = =0 ————.
( ) [ JAZE(Z)] 25']2 d45°(2)

Therefore, on holomorphic sections, after using (2.33), we get
ol l z a a
(263)  18,F =1 /z 8IF b (2) 3 hy,"(2)2,
i

In the absence of the anomalous term (2.59), the two terms (2.63) and
(2.60) would cancel precisely if ¢t = 1. This is why the correct value in
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the quantization of a finite-dimensional affine space is ¢t = 1. However,
including the anomalous term, (2.59), the three expressions (2.59), (2.60),
and (2.63) sum to zero if and only if ¢t = k/(k + h). The connection on
the quantum bundle % — 7 is thus finally pinned down to be

b4 k b
V=6+m./}: H(a aDszab(z’w))l'W=z

(2.64) -L%(z. 2 £, 2,5 (22,

1
722 R (D 2 (92,
! J
That the connection form is proportional to 1/(k + k) rather than 1/k,
which one would obtain in quantizing a finite dimensional affine space,
is analogous to (and can be considered to explain) similar phenomena in
two-dimensional conformal field theory.

The rest of the verification of (2.56) is tedious but straightforward. No
further anomalies arise; the computation proceeds just as it would in the
quantization of a finite-dimensional affine space. We forego the details
here, since we will give a succinct and rigorous proof of (2.56) in §4.

3. Hodge theory derivation of the pushdown connection

In §1 we saw, assuming results from geometric invariant theory, that
the Hilbert space for quantization of .# can be identified with the %-
invariant subspace of the Hilbert space for quantization of &7 . A priori,
we concluded that the connection for quantization of . pushes down to a
connection for quantization of .# . The connection one-form #"? , which
is a second-order differential operator on &/ , pushes down to a second-
order differential operator, &, on .# . In the gauge theory case &7 is ill
defined due to an infinite sum over the partial derivatives in all directions
on the space of connections. Proceeding formally, however, we were able
in §2 to outline a “derivation” of & . The final answer we obtained has a
sensible regularization. In this section we will describe this construction
in a way that highlights the relevant geometry for general affine symplectic
quotients.

In §3a we generalize the Hodge decomposition on a Riemann surface,
which applies for the gauge theory example, to a decomposition of the
tangent space of &/ into ‘%’ and ‘ ./’ directions. The & directions are
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those along the &, orbits and the .# directions are orthogonal to the &,
orbits. Vectors in the .# directions are identified with tangent vectors to
A . We define the “Green’s function” T, ! as the inverse of the (1, 0)
part of the g -action (with a suitable definition of ‘inverse’ in the presence
of a kernel and cokernel). The reason for the name Green’s function is
that, in the gauge theory case, T, "isan integral operator whose kernel is
standardly called a Green’s function. When the second-order differential
operator @ acts on ¥-invariant holomorphic sections of .¥°, we may,
with the aid of the Green’s function, solve for the derivatives in the ?c
directions. We obtain a differential operator, &, which only involves
partial derivatives in the .# directions. This is naturally identified with
the desired operator & on .# . In making this identification we obtain
explicit formulas for the coefficients of ¢ as pushdowns of tensors on & .
In the gauge theory case these formulas for the coefficients may be written
as the multiple integrals over £ which we found in our discussion of §2.

In §3b, we derive identities which tell us how the Green’s function
and the projection operator onto the .# directions vary as we move in
F _1(0) x Z . Ultimately, all of the properties of .# follow from its def-
inition as a symplectic quotient. All identities about the local geometry
of .# can be derived in terms of the given tensors on % and multiple
derivatives of the Green’s function and projection operators. Thus, the
formulas of this subsection are a powerful general tool.

In §3c we will apply some of the results of §3b in order to express
@ purely in terms of intrinsic objects on .# and a certain determinant.
In the gauge theory case, this is just the determinant of a Laplacian. &
is well defined in that case once we define a regularized gauge invariant
determinant.

3a. Explicit form of the connection for quantization of .#Z .

Generalization of Hodge theory. Consider the tangent space to 7.%/
at points 4 € F ‘1(0). It has a metric g and a complex structure J
which is an orthogonal transformation of the tangent bundle. The subspace
TF _1(0) C T« consists of vectors u which satisfy

(3.1) O0={dF,,u)=w(u,T,)=-gu,JT,) foral a.

Equation (3.1) means that TF ™" (0) is the orthogonal complement in T.%/
of T(ig)=JT(g). Let TA# be the orthocomplement in TF _1(0) of the
tangent space, 7°(g), to the & orbits. We have a &-invariant orthogonal
decomposition:

(3.2) T/ =T(g)eJT(®e T =T)oTA.
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The derivative of the projection map from F _1(0) to # maps f]ll 4
isomorphically onto 7.#];. Hence we may identify T.# with the pull-
back of T.# . Since J is orthogonal and leaves T(g,) invariant, it re-
stricts to a Z-invariant complex structure on the bundle T.# . The com-
plex structure J on T is the pullback of a complex structure J on
TA .

We would also like to decompose the holomorphic tangent space of &/
into holomorphic ‘%’ and ‘.# "’ directions. Recall that T &/ = T ® C
has a notion of complex conjugation and a Hermitian metric:

(3.3) v+iw=v—iw forv,weTlTs ,

(3.4) <v,w >TM=Eigijwj = Ei(wJ)ijwj for v, weTs .

The projection operators #,, n: T, — T . onto the holomorphic and
antiholomorphic tangent spaces are orthogonal projection operators. The
(1,0) and (0, 1) components of the g, action are

(3.5) T,=n,0T,:g—T" "
and
(3.6) T,=n,0T,:g - T""s.

It is not hard to verify that the holomorphic and antiholomorphic tangent
space decomposes as

— (1,0
(3.7) T =T (g )0 T.A" "
and

— (0,
(3.8) TV =g e T.2"".

The orthogonal decompositions (3.7) and (3.8) are a refinement of the

complexification of (3.2). We identify ﬁ(l 0 and f/\%(o’ D with the
pullbacks of 749 7 and TOV.z .

In the gauge theory case, the orthogonal decompositions which we have
been discussing are standard statements of Hodge theory on the Riemann
surface X. First observe that

(3.9) T=d,:g=Q"Z, Lie(G)) » T = Q'(Z, Lie(G))
and
T,=3,:8, =Q%9E, Lie(e),) - Q¥ (=, Lie(G),)

(3.10) o,
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are the d and & operators coupled to the flat G connection A4 acting in
the adjoint representation. The decomposition (3.2) becomes:

Q'(Z, Lie(G)) =Im(d) o Im(d") o H, (=, d)

(3.11) o
=Im(d+d)oH, (5, d,).

arm(
Similarly, (3.7) now reads:

(3.12) Q" V(z, Lie(G),) =Im(@) @ H.o: ) (2, 8,).

arm
Definition of Green’s function. In order to define the Green’s function
for T, we need to assume that we are given a &-invariant metric on g.
We give g, the corresponding Hermitian metric. In the gauge theory case
we take the metric on g to be of the form

0 .
(3.13) <¢€,¢, >g= /z,u <€, 6 >G> €,, €, € Q(Z, Lie(G)),

where u is a volume form on X and ( , )Lie(G) is an invariant metric
on the Lie algebra of the gauge group G. When X is given a complex
structure, the choice of a volume form is the same as a choice of a metric.

The operator 7, is a map from g, to 70 By restricting the
domain and range of 7,, we obtain an invertible map

(3.14) (T,), : [Ker(T,)]" = T.(g,).
Here, [Ker(TZ)]Jr is the orthogonal complement in g, of [Ker(7})]. Let

. —_(1,0)
% be the projection operator onto the subspace 7.4 of T
So, 1 - is the projection operator onto 7,(g,). We define

(3.15) T = (1) o (1-2): T" % - g,

z z

— (1 > 0
Equivalently, we could define T, ! by requiring that its kernel is 7.4 10 ,

its image is orthogonal to Ker(T,), and it satisfies
(3.16) H+T,T, =1

Our final result for the pushdown connection in finite dimensions must
a priori be independent of the choice of metricon g. If 7, has no kernel
we may actually define the Green’s function without choosing a metric.
Even when there is no kernel, however, we find it convenient to choose a
metric so that we may define a useful operator which we call the Laplacian
and which specializes in the gauge theory case to the usual Laplacian for
the operator d, acting on Lie(G)-valued zero forms on X. The Laplacian
is

t i 1
(3.17) A=T,T,=T,T,=4TT,.
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This is a linear operator on g,, which is the complexification of the op-
erator %TTT on g. In the gauge theory case, the fact that ail the terms
on the right are the same is just the usual identity that the 4, 8, and
0 Laplacians are proportional. Equation (3.17) follows quite generally in
this framework from the fact that we are on the zeros of the moment map.
From (3.17), we obtain

(3.18) Ker(T,) = Ker(T;) = Ker(T,) = Ker(T) ® C

which is familiar in the gauge theory case.

Derivation of pushed down connection. We are now ready to essentially
independently repeat the derivation of the pushed connection one-form
given for the gauge theory case in §2. In §1, we found that the connection
one-form for quantization of &7 is

g _ - i
(3.19) @’“":M’J-vivi with M2 = —1(6Jw™ ).

We will show that, when acting on & invariant holomorphic sections
(GIHS), @' is equal to an operator & which only involves derivatives
in the .# directions.

First recall that as operators acting on GIHS, we have

(3.20) V;=0, T ,V,+iF,=0.

Using (3.16) and (3.20), we see that acting on GIHS
‘ . X

G2 V= Z5V,+ (1) T,V

a*

=FV, - (T ) F,

We work at a point 4 € F~'(0) and massage & when acting on GIHS:

" =v,MLv,
j k Jp—
. = VMUV, - (T, he JE
= MYzt ;VEWLLV ~ (T F,)

ij k \ oyl Aflrer—
+ MUV FHENHV, MEY(T; ‘)“i.(vL.Fa)].

The last expression only involves derivatives in the .# directions and so
is equal to the desired operator & . To simplify the first term, we observe
that % EijFa =0 on F _1(0). To simplify the last term, recall that

V.F,=w iETfk a . Using these facts, we obtain

(3.23) @ =% v MEx v, + MLV T )V, + %Tr(T;léJTf).
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This can be translated into the formula (2.42.2) for & given in §2. (For
example, in the notation of §2, %Z° corresponds to (2.34). The translation
is fairly direct after using (2.35) and (2.36) to evaluate the derivative of
the projection operator % , given by (2.34), appearing in the second term
of (3.23).) Before simplifying this further and writing it as a differential
operator on .# , we derive some useful identities.

3b. Variation of Green’s function and projection operators. In this sub-
section we will derive formulas for the derivatives of the Green’s function
and projection operators onto the kernel and image of 7, as functions on
I xT .

It turns out that we will not actually need to use most of these formulas
since we manage to mostly supersede them with the index theory argument
of §4. We include them since they are a powerful tool that would allow
us to investigate any question about the local geometry of .# , not merely
results which follow from the index theorem. To physicists, what we are
saying is that the Green’s function identities below allow us to calculate
all correlation functions we would need, not merely the ones that calculate
anomalies.

We start by deriving a general formula for the variation of “Hodge
theory” inverses and projection operators. Let N :# — #_ be a linear
map between two Hilbert spaces. Let I be the image of N, K the kernel,
and I' and K their orthocomplements. Alsolet n;, ny, 7,1, Tt bethe
orthogonal projection operators onto the indicated spaces. By restricting
the domain and range of N, we obtain an invertible operator N, from

K' to I. We define the “Hodge theory” inverse of N to be

(3.24) Nl =igo(N)  on,: % -7,

r

where i+ is just the inclusion map of k' into #Z . Equivalently, we
may have defined the projection operators and Green’s function by

T =70, ne= (), mp=1-n,, 0=Nnm,,

(3.25) 7z, =7, n,=(), mp=1-m, 0=nuN,
_ _ -1 -1

et =N IN, n,=NN 1, O=ng,N , 0=N ‘m;.

For our application we want to evaluate holomorphic and antiholomor-
phic derivatives. So, for §, N and J,N any two variations of N, let
OV =6,V +i6,V and 6V =6,V —i6,V for V equalto N, N or
any of the projection operators. By requiring that the defining equations
(3.25) remain true when one subjects N to a variation we find that the
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variations of n,, n;,and N ~! are given by
(3.26.1) on, =1, 6NN+ [n,SNN"'T,
(3.26.2) on, = —[N"'6Nm ] - [N"'3N=],

SN '=_-NsNN '+ N_157t1 ~}-57zK,rN_I

(3.26.3) =-N'SNN' + NT'NTEN) 7,
+7 BN NN

Note that to derive (3.26) we had to assume that the operators vary
smoothly, which is the condition that the dimensions of I and K do not
jump discontinuously as we vary N . This is equivalent to #,+dNn, =0.

We would like to apply the above results to the problem at hand. For
every point (4, J) € & x ., we obtain an operator T, = N : g, —
7% . Since the range of 7, depends on the complex structure J,
we think of # and #, as bundles over &/ x 7 . The variation of T,
must be defined using a covariant derivative. # is the trivial bundle
with fiber g. and we give it the trivial connection. The fibers of #
are |, ;) = Ty %% . Since %, is a subbundle of the trivial bundle
T @ Cx.9 — & x9 , we may give it the induced Hermitian metric

and the projected connection. These are compatible. In the J directions
the projected connection is defined by

(3.27) §% =n_6™.
Since there is no twisting in the &/ directions, we have
(3.28) vi=zv=v.

From now on we drop the superscript /‘Zj in the notation for the connec-
tion on Z .

The variational formulas that we wish to obtain are greatly simplified
due to the fact that T, depends holomorphically on 4 and J, where
the holomorphic structure on #, is defined by requiring that holomor-
phic sections are annihilated by the (0, 1) piece of the connection on
#, . Holomorphicity of 7, in 4 follows from the assumption that hA
acts holomorphically on &/ . To show that T, is also holomorphic as a

function of J we must show that ¢’ 1)TZ'-.a = 0. This follows from

i Lopi mi Dopi g <(1,00 040
(3.29) 0Ty, = =580, T/ = —3675T, = 67T,
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A further simplification of the variational formulas arises by observing
that Ker(T,) = Ker(T) ® C is independent of J. Therefore J(I’O)nK =

©,1) _
’ Re:aﬁl_th(;‘; Z = n, . By a simple plug into (3.26), we obtain
(3.30.1) V. = -V, T)T; ],
(3.30.2) VZ =V Z] = (v, T)T, 1'%
(3.30.3) Vg = —T, (V,T)lng,
(3.30.4) -nK [V, = —mf [T, (V, 1)1 % ,
(3.30.5) VI, = -1, '[(V,T,)T, h,
(3.30.6) VT, = T (Vi) F - g (Vim )T
(3307) 6% = %%éJT_T_I
3.30.8) 6O Vx = ——[5JT T 1'% = —éTzrglaJ%,
3.309) 60077 = ETZ SITT!
(3.30.10) 6OVT = 160 Vg = %T;léJ%.

To obtain the second equality in (3.30.8) we observe that 6J f=5J and
7,7, '1' = 7,7, , which follows from 77, = TiT;.

3c. Intrinsic expression for & . In this section, we will be establishing
correspondences between -invariant objects on F _1(0) and their push
forwards to .# . We have been using indices i, j, etc. for T.%/ , 1, J,
etc. for T Y7 | and i, ], etc. for 719 4 1t is convenient to similarly
use I, J,etc. for T# , 1, J ete. for TV and I, J for T O)/Z

By the identification of T A as the pullback of T.# , a vector field ¥
on .# corresponds to a vector field v' on F~ (O) which is Z-invariant
and lies in T./7 . Similarly, a (1, 0) vector field wt corresponds to
a Z-invariant vector field w’ which lies in T.Z (1’0). As operators on
T(# , &), which is identified with T(F~'(0),.2)”, the operator #'V,
corresponds to the operator viV i

Observe that the orthogonally projected connection for 77“’0) as a
subbundle of 7%/ is unitary, holomorphic, and Z-invariant. Therefore
it pushes down to a unitary holomorphic connection on 79 7 . The
unique such connection is the Riemannian connection on .# , which we
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will also call V. In component notation, this says that the vector ﬁeld

o' (v, w) 1y1ng in 792 corresponds to the vector field v (% . VW ky
lying in T/f

In order to understand what differential operator on .# the leading or-
der term in the expression (3. 23) for & corresponds to, we define LI _

——(6 J& _1) . Observe that B%Z corresponds to Z* kMHJZ’ L / under the
identification of I'(# , Sym*(T""*%.#)) with T(F~'(0), Sym 252" ")
The operator V 1311‘7 ; on I'(A# ,.Z) corresponds to the following op-
erator on I'(F~1(0), ,S”)? :

TEV (M = v Ml v,

(3.31) T k J g oyl
+ 78 (v, 2L ) MY,

Comparing with the expression (3.23) for & as an operator on F _1(0) ,
we see that & written as an operator on .# is

(3.32) G = ,BMV, + WEV, + 4,
where

Ao iTr(T‘laJ:r_)
(3.33)

Wt o wt= mv " )% 7t 1V a2t M=t

is the correspondence between the function 4 on .# and a Z-invariant

function on F~'(0) and between the (1, 0) vector field W on .# and

(1,0

a Z-invariant section of T/i )
To simplify the expression for A, let H = det’(A) = det(A + 7 ),

where the prime on the first determinant tells us to take the determinant

of A asalinear transformation on the orthocomplement of its zero modes.

Observe that

(1,0) —14(1,0) i -1
(3.34) 8" (nH) = Tr(a™'6"Y8) = -3 TH(T; 16U Ty).
SWe have actually been slightly imprecise in the description above. In order for a connec-
tionon F~! (0) to push down it must not only be Z-invariant, but also satisfy the condition
that the components of the connection in the & directions annihilate £-invariant sections.

This latter condition is not necessarily satisfied by the orthogonally projected connection.
It is satisfied, however, by a connection which only differs from the orthogonally projected

connection in the & directions. Since the pullbac_k of. v’ has no component in the &
directions, we see that o' (¥ ,'u*;l) corresponds to v’ (FL,V iw&) .
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Here we have used the identity

(3.35) y

1t
z TZ
and the fact that 5(1’0)T2Jr =0, and J(I’O)TZ =—-16JT,.
To summarize, we have shown so far that, as a differential operator on
A

(3.36) & =9,8, +wiv, - 16" m),

where BYL = -1 Jo™! )——. In the next section we will take this as an

ansatz for the connection one-form for the connection 6% . We will then
be able to solve uniquely for W so that 5% is holomorphicity preserving.
The solution is

(3.37) Wi = %cbi"vfé(""’ In(H) - ¥, B = BY¥, In(H).

(The equality of the last two expressions is shown in §3.)

We shall complete this section by proving the first equality in (3.37). Al-
though, for &/ finite dimensional, this result follows from the calculations
of §4, we prove it here as an illustration of the use of the identities of §3b
for the derivatives of the Green’s function and projection operators. Also,
an appropriately regularized version of the calculations below is needed as
part of the demonstration in §7 that the zeroth order piece of the (2, 0)

curvature of 672 vanishes.

We will need the following three identities which follow from Z-invari-
ance of M and w and from selfadjointness of the projection operator
A

(3.38) 0=-% M = (v, TE )M + (v TE ) M*
(3.39) 0= % oy = (V,T® Jor, - (Vz T; )0 5
(3.40) Zo l=w'Z"

Let
(3.41) = wt+ ¥, B

The corresponding tensor upstairs is
(3.42) wh=witvrmzx L
So the identity we wish to show is

(3.43) 2%’ —a“ OmH.
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Commuting ¢ (1.0) ¢4 the left of V¢, remembering that it acts on the k
index, we see that we must show

IRV N 2 R ;
(3.44) Wy = 3o | =560V, InH +6"OvemH| .

Plugging (3.33) for W into (3.42) and evaluating the derivative of .7,
we obtain

(3.45) WE)i = xlyve,

where

(3.46) XL =-[2(V,T)T] ' MF = 2L, (v, TE )M\ (T ')
Yi= (% (V,T,)T; M7

I~
-

(3.47) .
iopi Ik r\*
=§%i£w'[a); VT ]( T '6Jw .%)
Using (3. 38) to rewrite X, we find
(3.48) %’ M Tr[(V T, ]_%’kM v1 H.

Using (3.39) on the term in square brackets in the expression (3.48) for
Y and (3.40) on the term in round brackets, we have

yl= ;ﬁfjlw (07 VETT )5 LrerFw ™y
(3.49) l L
2%’@ Fr [(v T)(—ETZ 51,%)].

Making use of the complex conjugate of the variational formula (3.30.10)
for T, ', yields

5708 ’O)Tr[(V;Ti) 7'
(3.50)

i
)
i o) Ik (1,0)

= 5«%‘ J VEIII H.

Plugging in (3.48) and (3.50) for X and Y into W, = X +Y, we see that

we have proved (3.44).

4. Proof of the basic properties of 5%

In the previous section we saw that the desired connection can be ex-
pressed purely in terms of intrinsic objects on .# and a regularized de-
terminant of the Laplacian. This motivates us to study the role that this
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determinant plays in relation to the intrinsic geometry of .# . This can
be understood in the framework of determinant line bundles as worked
out by Quillen, Bismut, and Freed [27], [5]. In this framework, they give
a proof of the local family index theorem for the first Chern class of the
index bundle of a holomorphic family of operators. Of course these con-
structions have been known to physicists for a long time from the study
of anomalies. This particular index theorem would be phrased by a physi-
cist as the calculation of the anomaly in holomorphic factorization [1].
We present the result in the Quillen formalism in order to highlight the
geometrical concepts.

For our problem, we apply the index theorem to the family T, of oper-
ators over B = .# x.7 . The cokernel of this family is the tangent bundle
to the fibers of the projection # x.7 — Z . If the Z-action is generi-
cally free, the kernel vanishes, and in that case the determinant line bundle
of the family T, is the canonical bundle K, of .#, as a holomorphic
line bundle over B. The Ray-Singer-Quillen metric on K , is defined as
H= det/(TzTT ) times the metric on K , given by the Kéhler structure

on .# . We denote by v< the unique connection compatible with the
Quillen metric and the holomorphic structure on K ,. The local index

theorem vyields an expression for the curvature of v< . For our problem,
this curvature is of the form used in the proof of Theorem 1 below.
It turns out that we will be able to demonstrate most of the properties of

5% only using the intrinsic identities following from the index theorem as
well as the additional fact that the (2, 0) piece of 6.J @' is holomorphic.
(This latter fact follows easily from geometric invariant theory or by the
Hodge theory methods of §3.) As a consequence, these considerations
apply in a more general context than that of symplectic quotients.

To state the result, let (/#, @) be a symplectic manifold. We assume
# has a prequantum line bundle &z , that is a Hermitian line bundle
with compatible connection V which has curvature —ic. Let J be a
holomorphic family of Kihler structures with Kihler form @ . We write
n, and w5 for the projection operators from B =.# x to .# and
I, respectively.

We assume .# is compact, although this assumption is not essential.
We assume it here only so that we may state the second assumption of
Theorem 1 in a simple topological manner and so that we may forego
questions about domains of operators.

Let )?l;r be the prequantum bundle; that is the trivial bundle over 7

with fiber the sections of ¥ — .#. Let X/Q be the quantum bundle,
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that is the subbundle of Zir whose fiber %] ; consists of holomorphic
sections of & .

Finally, let I, J, etc. be indices for T""%.# and T*"'%.#, and let
1,7, etc. be indices for T% Y.z and T Vg .

Theorem 1. Assume the following:

1. For 6J any variation of the complex structure in the family I,
T M@ is holomorphic as a section of Sym*(T"%.#).

2. As a holomorphic line bundle over B, some power of the canonical
line bundle of A is isomorphic to the tensor product of some power of &
with a line bundle pulled back from I and a line bundle admitting a flat
metric. For fixed J € the first Chern class of K , ®.2% does not vanish
(so that one can divide by 1 +r in what follows).

Then there exists a connection 572 which is compatible with the natural
holomorphic structure on % and whose connection one-form is a second-

order differential operator on # . The (0, 2) curvature of 6% vanishes.
The (1, 1) curvature is a purely projective factor, i.e., the components of
RV gre multiples of the identity operator on % The (2,0) curvature
is a first-order differential operator which preserves holomorphicity.

Sketch of the proof. The first sentence of assumption (2) is equivalent
to the condition that the canonical bundle K, of .#, considered as a

holomorphic vector bundle over B, admits a connection v¢ which is
compatible with the holomorphic structure and which has curvature of
the form

(4.1) 2rm, (—i®) + mgy(p),

where r is a real number and p isa (1, 1)-formon 7 .

For a given choice of V2, let (£, 1) be the (1, 0)-form on .# x.9
which is the difference between V2 and the connection induced on K 9
by the Kihler structure on .# . The connection 5% may then be written
in the form:

1
1+r
s plJe 1J z¢
é"=VLB Vi+B jzvi—

so—5- o,

As

N—

I~

= -1(6Jo™ "),
As written, 5% is manifestly a connection on Z,r . The calculation that
this restricts to a connection on the subbundle % is given in §4b (under

where J is the trivial connection on i{; and B!
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the heading “holomorphicity preservation”). Since the connection one-
form & ispurely (1, 0), 6% is compatible with the natural holomorphic
structure on % (defined by the 8-operator s b ) and R®? vanishes.

The (1, 1) curvature R"Y s 755 3P as calculated in §4b (under the
heading “ (1, 1) curvature”). This is clearly purely projective. That RZ:0
is a first order operator is also calculated in §4b (under the heading “ (2, 0)

curvature”). The fact that R®:0 preserves holomorphicity follows triv-

ially from the fact that 6% does. q.e.d.

We should note that the calculations of §4b referred to above are actually
in a notation specialized to the case where .# is an affine symplectic
quotient. Assumption (2) follows in this case (with a slight additional
assumption on the & action) since, as described in §4a, we may take
the connection V¢ used in the proof of Theorem 1 to be the Quillen
connection. In the notation of the proof, it may be defined by

%, H =V, nH,s""mnH).

The general proofs just amount to a slight change of notation where we al-
low for arbitrary (¥, A) rather than specializing to the values appropriate
for the Quillen connection.

In the case when &/ is finite dimensional, the calculations of §3 show
that the connection constructed in the proof of Theorem 1 is the connec-
tion on Z;é obtained by pushing down the natural connection for quanti-
zation of &/ . In this case, we have

p=-iTr(6J AéJr,), r=0, and R(1’1)=%p.

The real interest of this paper comes from the gauge theory problem
(described in detail in §2). Our principal results are summarized in the
following theorem. (We must point out that, although we give two argu-
ments for the vanishing of the (2, 0) curvature, there are technical details
in both proofs which we do not provide here.)

Theorem 2. Let .# be the moduli space of flat connections on a prin-
cipal bundle E, with compact structure group G, over a closed oriented
2-manifold T of genus g. Equip # with the symplectic form & = ké,,
where @, is the basic symplectic form on # (described in §2). Define
I's ¢ to be the subgroup of the mapping class group of T which leaves
M invariant, i.e., which fixes the topological type of E. Let Z be a
prequantum line bundle on .# which has an action of I's & (lifting the ac-
tion on # and preserving the connection and Hermitian metric). Let T
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denote the Teichmiiller space of X, considered as a family of positive com-
plex structures on # compatible with @& .

In this case, there exists a projectively flat connection 5% on Z’é which

is compatible with the natural holomorphic structure on % and whose
connection one-form is a second-order differential operator on M . Fur-

thermore, "2 has curvature of type (1, 1).

The connection 6% is invariant under I“Z, g and therefore determines
a projective representation of T'y .

Sketch of the proof. The case when X has genus one is special because
the Z-action at a generic flat connection has an isotropy subgroup. We
describe that case explicitly in the next section. We restrict ourselves here
to the case when g > 1, although many of the constructions below apply
to the genus one case.

Let .#° be the submanifold of .# consisting of the points where .# is
smooth. Since .# is a normal projective algebraic variety, any holomor-
phic function (or section of .# ) which is defined on .#° has a unique
extension to a continuous function (section) on all of .# . Thus, the quan-
tum Hilbert bundle for quantization of .# may be identified with that for
quantization of .#° . Therefore to define a connection for quantization of
A , we may restrict ourselves to .#° .

To construct a connection which has vanishing (0, 2) curvature, purely
projective (1, 1) curvature, and (2, 0) curvature which is a first-order
operator, it is sufficient to define the Quillen connection v and show it
has curvature of the form required for the proof of Theorem 1. Invariance
under I“z’ g Will follow from the naturality of the construction.

In order to define the Quillen connection, we need not only a complex
structure on X but in fact a metric. A complex structure, however, can
be considered to canonically determine a metric, for instance, the con-
stant curvature metric or the Arakelov metric. Given a metric on X and
flat connection 4 on E, one has the Laplacian A = 8 A"c’) , acting on
I'(Z, ad(E)). We define H as the zeta function regularized determinant
of A. (For g =1 we take the determinant of A restricted to the ortho-
complement of its zero modes.) From this definition, it is clear that H
only depends on the isotopy class of the complex structure on X, and is
invariant under Iy ..

We define the Ray-Singer-Quillen metric to be H times the metric on
% 4 given by the Kihler structure on .# . The Quillen connection is de-
fined as the unique connection compatible with the Ray-Singer-Quillen
metric and holomorphic structure on K ,. As discussed in §4a, v?
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has curvature of the form stated in the proof of Theorem 1 with p =
¢,(Ind(8)) and r = h/k. The rigorous analysis that V€ has the curva-
ture claimed is contained in [27, 5].

The vanishing of the (2, 0) curvature follows on purely global grounds
it H(#®, T"Y) = 0. For in such a case R®? is a two-form on 7
with values in the holomorphic functions on .#°, and these must be con-
stant (on each connected component of .# ) because of normality of .# .
Thus, if HO(/Z 5 T! ’O)) vanishes, then R®0 g purely projective, per-
mitting us to conclude that 6% is projectively flat. Actually, the Bianchi

identity for 6% shows in this situation that R*'? is a closed (2, 0)-form
on J , which descends to a closed (2, 0)-form on the quotient 5 /T .

If Ty =T, whichis true, for instance, if G is connected, then 7~ /1";: E

is the moduli space of curves. In this case, by a result of Harer [17], R®9

must vanish.

The key step in the above argument, the vanishing of H 0 A, T ’0)) ,
was proved by Narasimhan and Ramanan [25] for certain nonsingular
components of moduli spaces (in fact, for G = SU(N)/Z,, g > 2, and
E of a nontrivial topological type obeying certain restrictions). Hitchin
[19] gave an alternative proof of this result for G = SO(3) and E a
bundle of nonzero second Stieffel-Whitney class. The main requirement
in Hitchin’s proof is the construction of a moduli space .#,, of “Higgs
bundles”, and the construction of a proper map from this moduli space to
avector space V' of generalized quadratic differentials. As these steps have
been carried out by Simpson for arbitrary compact G [35], the vanishing
of H#*, T"%) holds as long as .# = .#°. Even for the singular
components of the moduli space, essentially the same argument should give
HO(% 5 T ’0)) = 0, since the singularities of .#,, lie above a subspace
of V of rather high codimension. However, we will not try to make this
argument rigorous here.

The argument of the previous two paragraphs uses global facts about
A . In the spirit of this paper, a proof using local differential geometry is
more natural. Under the hypotheses of the theorem, we will show at the
end of this section that R®*? vanishes if its zeroth order piece vanishes
as a function on .# . This is equivalent to a certain differential equation
(7.1) for the determinant of the Laplacian. In §7 we present the proof of
this equation in the finite-dimensional case in a way that should carry over
to the gauge theory case. To complete the details of this rather technical
proof, we would need to define a regularization of the expressions involving
Green’s functions which appear there such that the manipulations carried
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out are valid with the regularization in place. Although we do not carry
out the analysis here, it is clear (based on the vast experience of physicists
with these type of manipulations) that no essential complications would
arise. q.e.d. ~

The connection §7¢ that we have constructed actually coincides with
the genus g analogs of the differential equations originally introduced by
Knizhnik and Zamolodchikov [21] to determine the correlation functions
n (1 + 1)-dimensional current algebra. Obtaining those same differential
equations from the point of view of quantization of (2 + 1)-dimensional
Chern-Simons gauge theory comes close to a demonstration that the full
content of the (1 + 1)-dimensional theory can be extracted from the (2 +
1)-dimensional theory. What is required to complete the deduction of
the (1 + 1)-dimensional theory from (2 + 1)-dimensions is actually an

understanding of the unitarity of 5% , a thorny question that we will
address in §6. )

For g > 2, the fact that the connection 6% coincides with that con-
structed in conformal field theory would follow from the fact that 5%
is the unique connection on %’Q whose connection one-form is a second-
order operator. This latter fact follows from global considerations, essen-
tially from the results about H 0(/% T80 ¢ yand H 0(/[ , Symz(T(1 s ))
in [19].

4a. The index theorem. In this subsection we review the geometry
of determinant line bundles in the holomorphic setting. This leads to a
finite dimensional version of the family index theorem which generalizes to
infinite dimensions. We then apply the theorem to our symplectic quotient
problem to find the identities (4.17)~(4.20). These formulas may also be
proved without reference to determinant line bundles by using the tools of
§3.

Let # and # be two holomorphic vector bundles with Hermitian

metrics over the base complex manifold B, and let V7 be the unique
compatible connections. Let T, be a linear map from # to #, which
depends holomorphically on B. The kernel and cokernel of T, form
holomorphic bundles Ker(7,) and Cok(7,) = #, /Im(T,) over any region
of B where their dimensions are constant. We will restrict our attention
to such regions. For our applications this corresponds to working away
from the singularities of ./Z .

We identify Cok(7,) and Im(TZ))r by the natural isomorphism.
Ker(7,) and Im(TZ)T inherit metrics and compatible connections as sub-
bundles of # and # , respectively. One may easily check that these
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induced connections are compatible with the holomorphic structures on
Ker(T,) and Cok(T).

We now specialize to the case where the fibers of #, are finite-dimen-
sional so that we may compare the (local) geometry of the determinant
bundle of #Z — # with that of the determinant of the index bundle
Ind(T,) = Cok(T,) — Ker(T,). The bundle Det(#, — Z_) = Det(#) ®
Det(# )_I inherits a holomorphic structure, metric gQ , and compati-

ble connection V2 from the corresponding objects on #, . (These are
the Ray-Singer-Quillen metric and Quillen connection.)  Similarly,
Det(Ind(7,)) = Det(Cok(T))) ® Det(Ker(Tz))_1 inherits a holomorphic
structure, metric g, and compatible connection V from Cok(T,) and
Ker(T,) . Since we are assuming #,_ are finite dimensional we may form
D = Det(Im(T,)) ® Det(Ker(TZ)Jr)_1 which is also a holomorphic unitary
bundle with connection. We have a natural isomorphism which is holo-
morphic and unitary:

Det(Z, - # ) = Det([Cok(T,) ® Im(T,)] - [Ker(T,) & Ker(T,)'])

(4.2)
= Det(Ind(T,)) ® D.
The isomorphism
(4.3) T, :Ker(T,)' = Im(T,),

obtained by restricting the domain and range of T, induces an isomor-
phism of D with the trivial line bundle. This isomorphism is holomorphic.
It is also unitary if we give the trivial line bundle the metric which is H
times the trivial metric, where

(4.4) H=det'(8), A=TIT,

We call A the Laplacian. The prime on the determinant reminds us that
we are supposed to restrict the operator to the subspace orthogonal to its
zero modes.

Putting this together, we may identify Det(Ind(7,)) with Det(#, —# )
as a holomorphic vector bundle. Under this identification, Det(Ind(T},))
receives a unitary structure gQ = Hg and the compatible connection
ve = v+ H 'V Y1 The curvature R? of V¥ is related to the cur-
vature R of V by

(4.5) R? = [30In(H)] + R.

Since the curvature of Det(7") is the trace of the curvature of 7 for any
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vector bundle 77, we have

(4.6) R® =Tr(R,) - Tr(R, ),

(4.7) R = Tr(Reyr)) = TH(Ryeyr))

and therefore,

(4.8) R? = [90 In(H)] + Tr(Ryry) — Tr(Rgeqr)-

Equation (4.6) may be construed as a statement of the local family index
theorem in the finite-dimensional case: There exists a connection V¥ on
Ind(7,) whose curvature RY is a natural representative for the first Chern

class of Ind(7,) which is independent of T,. Furthermore, RY is also
given by (4.8).

For the usual index theorem we allow #_ to be infinite dimensional and
take T, to be a holomorphic family of elliptic differential operators. In
that case, Ker(T,) and Cok(7,) are finite dimensional and Det(Ind(7))
may still be defined as a holomorphic vector bundle with metric g as
before. Given a & invariant regularized determinant of the Laplacian, we
may still define gQ = Hg. We still have (4.5), (4.7), and (4.8), but now
the right-hand side of (4.6) is ill defined. It is replaced by the appropriate
local index form.

Application of the index theorem to our problem. We will now apply the
index theorem to the (1, 0) component, T,, of the & -action. As in §3,
for (4,J) e x T we let

(4.9) # |4 = Lie(Z) = Q"7 (E, Lie(G,)),
(4.10) Zlan=T""7 =2"VZ, Lie(3,),
(4.11) T,l (4.5, = (1,0) piece of & action=8 , ;.

The far right expressions are for the gauge theory case. #_ are bundles
over & x 7 witha ¥ action and T, is a &-invariant linear transfor-
mation between them.

If & acts freely on F~'(0) then #, and T, push down to Hermi-
tian bundles over B and a linear map between them. Since 7, upstairs
depends holomorphically on & x 7, it depends holomorphically on B
downstairs. So we may apply the index theorem to 7, as a family over
B . If, on the other hand, & does not act freely then we cannot necessarily
push #_ down by defining the sections of the bundles downstairs to be
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the Z-invariant sections of the bundles upstairs. The problem is that the
fibers of the bundles on B would be isomorphic to the subspaces of the
fibers of #_ upstairs which are invariant under the isotropy subgroups of

the Z-actionon F~! (0). Whether & acts freely or not, we may apply the
index theorem upstairs and push the resulting expressions for the Quillen
curvature down to B.

As described in §3, the bundle Cok(7,) —» F 'I(O) x Z can be natu-
rally identified as the pullback of 797 _ B by the projection map
n:F _1(0) x J — B. So the bundle Det(Cok(7,)) pushes down to
the canonical bundle of .# . By Hodge theory, also explained in §3, we
have that Ker(7,) is the complexification of the real bundle Ker(7').
A real bundle, with orthogonal structure group, has traceless curvature;
and this remains true after complexification. Therefore Tr(RKer(TZ)) =0
and we may ignore the contribution of the kernel in the local index the-
orem. The index theorem gives us an expression for the curvature of
the holomorphic connection on Det(Cok(T,)) which is compatible with
a certain metric, namely H times the metric induced from the Hermi-
tian structure of Cok(7,). Let yPUCKT) pe the holomorphic connec-
tion on Det(Cok(T,)) which is compatible with the metric induced from
Cok(T,). Also let VX« be the natural holomorphic connection on K,
compatible with the metric induced from 79 7 . 1t is not difficult to
see that VOUOKTD) ang 7*(¥%#) agree when acting in the 7.# direc-
tions (i.e., the horizontal directions orthogonal to the & orbits) and that
their difference is & invariant. This implies that the horizontal part of
the two form Tr(RCok(Tz)) pushes forward to Tr(R .0 ,).

In the formulas below involving forms on .# x .7 we will use a com-
ponent notation for forms on .# but we will include the differentials 6.J
and JJ for forms on .7 . Also the notation (1,0), (0, 1), and (1, 1)
will refer to the type of form in the & directions. For forms involving
differentials in the .# and 7 directions we choose the sign of the com-
ponents appropriate to placing the .# differentials to the right of the .7~
differentials.

In order to write down Tr(R,u.0 ,), we will need the Ricci tensor of
M. Let £, = W,, v ;] be the Riemann tensor. For each I and J itis
a linear transformation with components (%, J)f . The Ricci tensor is
(4.12) R, = (#)5,

For a Kiahler manifold, this vanishes unless / and J are of opposite type.
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Also, the Bianchi identity implies:
I

I~

) Ryx = Rgy = (Zx)",, = ~(Fru) -
So we have
(4.14.1) [Tr(Reor ) lew = TrVgs Vi) = —Ry %
(4.14.2) [Tr(Regyr )l = Tr(lx,6"" , V7))
B (1,002 lo o3l
=0 =3V
[Tr(Regqr iy = Tr(ln,8* ", 9]
(4.14.3) - _l a
=07 Dy =3Vl y.
[Tr(Regr N0 = Tr(m, 60, 1,611,
(4.14.4)

- —%Tr(n ST NG,

z

where (V, 7,6) is the connection on 79 2 as a subbundle of TA,
over # x7 . 80T is the variation of the Christoffel symbol for the
metric connection on .# ; its components are easily calculated to give
the results indicated. All the traces are over T"%.# . In (4.14.4), the
anticommutator [ , ], appears because the connection ¢ is valued in
one-forms; in (4.14.1)—(4.14.3), ordinary commutators appear because the
expressions are written in terms of the components of V.

To write down the right-hand side of (4.6) in the finite-dimensional case,
we first observe that Tr(R, ) vanishes because # is the trivial bundle

with trivial connection. The curvature of Det(Z) = Det(T(1 0 ) is just
the upstairs version of (4.14). Since JJ is covariantly constant upstairs
and since the Ricci tensor upstairs vanishes, we have

(4.15) [Tr(Ry )y =0, [Tr(Ry) 09~ o,
The analog of (4.14.4) is

(4.16) [Tr(RZ’;)](I’I) = Trp, ((2,6"", n,6""1,)

= 1 Trp, (1,87 AGJ).

We now write down the index theorem in a way which is true for both
the gauge theory and finite-dimensional cases. In the formulas below, the
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left-hand side is the curvature of the Quillen connection on K , as given
by (4.8). The right-hand side is the local index density in the gauge the-
ory case and Tr(R, ) in the finite-dimensional case. For the ./# — .#

directions, the index theorem states that

vk h, ..
(4.17) VEVM_IIIH - RME = 27(-(_10)7?_]‘1)'

In the finite-dimensional case # equals O; and, in the gauge theory case
%d) 1s the basic symplectic form and 4 is the quadratic Casimir of the
adjoint representation of G, as defined in the appendix. The other com-
ponents of the index theorem are

(4.18)
(1,0) & (1,0) L (1,0} L la ozl
8" (VggIinH) = (6" "T) 5 = 0, (0" "D = —EVL(SJ o
(4.19)
sV, mH) + @ D, =0, (8*'DE, = —éﬁfaj’ﬂ,

420) 80500y g %Tr[d.f ASJm,]=c,(Ind(T,).

Note that a minus sign appears in the first equation of (4.18) because the
holomorphic derivative of In H appears to the left of the antiholomorphic
derivative; as a check of the signs observe that (4.19) is just the complex
conjugate of (4.18). Here ¢,(Ind(T,)) is the 5 —7 piece of the local in-
dex form for the first Chern class of the index bundle. In finite dimensions,
it is just equal to —%Tr(nz(SJ A dJ). In the gauge theory case, it is also
a constant in its dependence on .# . In the expression 6 ’O)(?ﬁ InH),
the operator 6'"'? acts on the index M. Formally, Vi#InH are the
components of an antiholomorphic form, and ¢ (1.9 acts as the projected
connection on 7%V gz ; or more explicitly
i
2

Equations (4.17)-(4.20) mean that the Quillen connection on K , sat-
isfies assumption (2) of Theorem 1.

4b. Basic properties of 5% following from the index theorem.

Holomorphicity preservation. With the results of §§2 and 3 as moti-
vation, we take the following ansatz for the connection on the quantum
Hilbert bundle for .# :

(4.21) 80 (i H) = V(6" Y InH) + 5675 59 In H.

Fo_s_ K _
(4.22) 57 =5— 08,
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c & 3l 15(1,0)
(4.23) @ =%,BV, + W, - 16"V mH),

(4.24) B = _Ljo "L = B!

Here we treat W~as an unknown (1, 0} vector field on .# to be solved

for so that the 672 preserves holomorphicity. We will see below that the
solution is

(4.25) Wt =BV, In(H).

The holomorphicity preservation equation is

0=16", Vgl = 5 [Vg, 1+ 307259,
- k_i.i_h {[vg, VIBMY, + ¥, (VB
(4.26) +V,8M Vg, V,]
+ (VW HV, + WHYE, V]
_%(vga“ 0 1n(H))} + éaﬂﬁl

We examine this equation order by order. (We define the m th order
piece to be the sum of the terms with m covariant derivative operators
when all of the covariant operators are commuted to the right.) To show
that the second order piece of (4.26) vanishes we need to use the fact that
V(6 @ YL = 0. This is assumption (1) of Theorem 1. In this case, it
may be shown by observing that 4./ ot is holomorphic on & and then
applying either geometric invariant theory or the Hodge theory methods
of §3.

The zeroth order piece of (4.26) is

1.

‘o~ 3 IJ .~ 5 -J 1,0
(427) 0 —lw-fl(VLB'—)—szlW'——z-V—lgé( 'In(H)|.

_k
T k+h

This equation uniquely determines W to be

s J 1. JRe (1,0 = plJ

W= 50" VgV In(H) -V B
(4.28) S
= Lok L
2 2
where for the second equality we have used (4.21). By the index theorem
identity (4.18), the second and third terms cancel and we find that W is

indeed given by (4.25).

STV, In(H) + 8OV In(H) + 59,670 %),
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We must show that, with this choice of W, the first order piece of
(4.26) is satisfied. That is, we need to show that

0= —m([vf, V1BV, + B (—idg,)V,
+ (VeWhY)) + 567159,
(4.29) k R\ i 1J
= <<1 + E) 07 g — 21z, B~

+@%@ipgwwﬁgW%>ﬁ£

Using the solution (4.25) for W and the definition of the Ricci tensor and
of B, the right-hand side becomes

(4.30) kkﬂBMl (2i%cbm — Rz + (VgV,In H)) v,.
This vanishes by the index theorem identity (4.17). This concludes the
proof of holomorphicity preservation. Along the way we have obtained
the simple formula (4.25) which expresses W purely in terms of intrinsic
objects on .# and a regularized determinant of the Laplacian.

Projective flatness. We will now show that 0% has the expected cur-
vature as a pushdown in the finite-dimensional case (where we know the
result a priori anyway) and has curvature agreeing with the results of con-

formal field theory in the gauge theory case. In both cases, 5% is projec-
tively flat.

The curvature of 672 is

(4.31) R= K 00 + K 2@/\@
' T k+h k+h ’

Since & is purely (1,0) on I, 5% is compatible with the complex
structure on % and R®:? =0.

(1, 1) curvature. Since @ is (1, 0), the (1, 1) curvature is also quite
simple:

(1,1) —k 0,1
(4.32) R IEY A
50V %JJINEBMWJ IO DB,
(4.33)

+ [(6(0’ 1)(61 In H)B!l)vi] _ [%6(0, 1)5(1 ,0) mH|.
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The second and third terms of (4.33) cancel by the index theorem identity
(4.19). Since Vg annihilates holomorphic wave functions, and since

. IJ .~ IJ l =l
(4.34) [V, B--Vl] = —zwnB-— = _Z‘SJ_E’
we see that, when acting on holomorphic wave functions, the first term in
(4.33) is just

(4.35) —ATr[6] A8JTn.) = LTe[6F A 6T ).

By the index theorem identity (4.20), the first and fourth terms of (4.33)
sum to —1c,(Ind7,). Our final result is

(4.36) RV = % [%cl(lndTZ)] .
This agrees with the expected result in both the finite-dimensional and
gauge theory cases.

(2, 0) curvature. We now show that the vanishing of the R*9 g
equivalent to the vanishing of its zeroth order piece. It is not hard to
verify that ¢ 1.9 is a first order operator,

(4.37) 89 = (6""9¥, n H)B*V,

A priori, @ A@ is a third order operator. To examine it order by order,
we write

O =0,+0,+6,,
I/ &
g,=B VLVi’
= oI IJ,a ~
(4.38) g, =[(V;B~") + B“—(VllnH)]Vi,
g, =-16"""mH),
O =0+
Notice that all terms of &, A @’j are of order at least j. Also,
O,NO,+0; N\,

has order strictly less than i+ j. This implies, for example, that the zeroth
order piece of @ AT is

[@ ATy = (F,,,(p))
= {[V, BV, + BY(9, nH)V,)(- 16091 H)).
To show that the second and third order pieces of & A& vanish, we
first observe that
(4.40) s 0¥6Jt ;= 0.

(4.39)
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This implies that
(4.41) B, B*E = 0.
Using (4.41) and the fact that holomorphic derivatives ¥V, commute, one

quickly sees that the second and third order pieces vanish.
So far we have shown that the (2, 0) curvature has the form

(4.42) R*Y = x1v, + [R*7),,
where

, k O\
(4.43) R, = (a5) @@

and XL isa (1, 0) vector field. Since 5% preserves holomorphicity for
local reasons, its curvature does also, that is:

(444)  0=[Vg, Rl = [~itg, X"+ (VelR® V1)) + (Vgxh)¥ .

The first order piece of (4.44) says that X Lisa holomorphic vector field
on A4 .

If .# has no nonzero holomorphic vector fields then X must vanish,
and so, by the zeroth order piece of (4.44), [R(Z’O)]0 is holomorphic. If,
in addition to having no holomorphic vector fields, .# has no noncon-
stant holomorphic functions then we may conclude that R®Y s purely
projective. This fact was used in our first demonstration in the proof of
Theorem 2 that R%'? vanishes.

Though this argument applies simply to the gauge theory problem that
has motivated our investigation, the use of global holomorphic considera-
tions is not in the spirit of our investigation. We would like to give a proof
of the vanishing of R®:9 using the local differential geometry of .# . So
in §7 we will return to this matter and use the local differential geometry
of symplectic quotients to prove the vanishing of [R(2 ,0)]0. This suffices
for proving that R®Y =g , since the zeroth order piece of (4.44) tells us
that [R*”], = 0 implies that X' =0.

5. Explicit description of the gauge theory problem on the torus

As an illustration of the previous ideas, we will consider the gauge theory
problem, discussed in §2, for X a torus and G a compact, simple, and
simply connected Lie group with maximal torus 7 and Weyl group W.

In §5a we explain conceptually why the connection 5% can essentially be
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reduced to the connection for quantization of an abelian variety. In §5b
we make the computation more explicit, remove some ambiguous central
factors in §5a, and exhibit a basis of a parallel section of %}Q in terms
of Weyl-Kac characters for the level k& representations of the loop group
of G . Most of the results of this section were first obtained by Elitzur et
al. [7] by physical arguments starting from Feynman path integrals. That
paper is useful background for this section.

5a. Reduction to quantization of abelian varieties. Since the fundamen-
tal group of X is abelian, 7,(Z) = Z © Z, every representation of z,(X)
in G is conjugate to a representation in T, uniquely up to the action
of the Weyl group. The space of representations of #,(Z) in G is thus
A =T x T/W . The symplectic structure that .# obtains as a moduli
space of representations is @ = kd,, , where @, is the fundamental quan-
tizable symplectic form, and k is a positive integer, the “level”, introduced
in §2. The symplectic structure & lifts to a standard translation invariant
and W-invariant symplectic structure on the torus 7 x T, which we call
w . The basic prequantum line bundle .‘2% on # lifts to a prequantum
line bundle £ on T x T with an action of W so that sections of .3%
may be identified with W-invariant sections of .#]. To quantize the level

k symplectic form, we consider the prequantum line bundle _C.?fk .

According to the general theory, # is to be quantized by picking a
complex structure J on X, whereupon 7 x T becomes an abelian variety
4, with a W-invariant complex structure. The quantum bundle Z’b is
1o be defined over the Teichmiiller space 7 of isotopy classes of complex
structures on £. Its fiber #)|; at J € 7 istobe H (4, Z%*). Because
of the singularities in .# (coming from fixed points in the action of the
Weyl group on the space of representations of z,(X) in T'), it is actually
necessary to explain what one means by a holomorphic line bundle or a
holomorphic section of such a bundle over .# . Though such questions can
be addressed by constructing .# as an algebraic variety, for our purposes
it is sufficient to define

(5.1) H#, 7% =T =T, 75",

In general, rather than dealing with objects on the singular manifold .#,
we will work with the corresponding W -invariant objectson 7 x T .

At first sight, the relation of .# to the abelian variety 7 x T makes
it appear that it would be trivial to quantize .# . Indeed, in §1 we have
considered the quantization of abelian varieties. A family of abelian va-
rieties, with a fixed symplectic structure but a variable complex struc-
ture parametrized by a parameter space .7 , can be quantized using the
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connection
5.2 5% 5+ LisTw ivy
( . ) 0o = + E( 0)0 ) i i

on the quantum bundle over .7 . In the case at hand, where one consid-
ers a family of abelian varieties with an action of a finite group W, the
connection (5.2) is compatible with the W -action and thus descends to a
connection on the W-invariant subspace.

Though this is thus a projectively flat connection on the quantum bundle
)?Q , it is not the one that comes by specializing the general, genus g for-
mulas of this paper to the case of genus one. The formula (5.2) is “wrong”
in the sense that it is ad soc and does not have a genus g generalization.
Our goal in this section is to investigate the projectively flat connection
on Z’é obtained by specializing the general formulas to g = 1. We will
see that this latter connection can be conjugated to a form very similar to
(5.2), but with k replaced by k + 4.

The projectively flat connection that comes from the general formula is

o g1 ~1yij
=6+ g @Jwy) (V£V£+(VilnH)Vi)
(3-3) k (1,0)
+2—(ET¥-71—)6 inH.

This acts on W invariant sections of .Z)@k — (T x T) x 7 which are
holomorphic in their dependence on T x T. This formula contains, in
addition to the Kihler geometry of T x T, the regularized determinant of
the Laplacian H = det' A. We must now discuss the basic properties of
this function.

Preliminary discussion of H. Because the fundamental group of the
genus one surface X is abelian, a flat connection 4 on a G-bundle E
can up to a gauge transformation be assumed to take values in a maximal
commutative subalgebra ¢ of Lie(G). The choice of ¢ gives a decom-
position Lie(G) = Lie(G), @ t, where Lie(G), is a sum of nontrivial
representations of ¢ (its complexification is the sum of the nonzero root
spaces in Lie(G),). The adjoint bundle ad(E) has a corresponding de-
composition ad(E) = ad(E), ®ad(E),, and the Laplacian decomposes as
A=A, ®A,. Letting H, and H, denote the determinants of A, and
L, we have

(5.4) H=H, H,.

Now, to begin with, H is a W-invariant function on (T x T) x J .
However, in fact, H is the pullback of a function on J because ¢ is
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abelian and acts trivially on its own adjoint bundle. Looking back to (5.3),
we see therefore that H contributes only a central term to the connection

6"% (since V;InH, = 0, and 5910 H, is the pullback of a one form
on J and so is central). Thus, itis H . that we must study.

The operator A, is A, = 5;5 4, where 0, isthe § operator on the
bundle E, with the connection 4. By the index theorem, the determinant
line bundle Det(0 ,) has curvature —i(2hw,), where A is the quadratic
Casimir of the Lie algebra of G. Thus, Det(8. 4) can be identified with
%®2h i

By its construction, the line bundle Det(d 4) has a natural action of
the Weyl group W . Actually, since ¥ has a nontrivial one-dimensional
character ¢ of order two (in which the elementary reflections act as mul-
tiplication by —1), it abstractly can act on Det(8 +) in two possible ways.
The action 7 that arises naturally in thinking of Det(8 +) as a determi-
nant bundle is the action in which W acts trivially on the fiber above the
trivial connection. An object that transforms as the character ¢ of the
Weyl group will be called Weyl anti-invariant in what follows.

The operator & + is generically invertible, so according to [26], its deter-

minant is a holomorphic section s of the determinant line bundle .5%8’2" .
Moreover

(5.5) H, =|ls|,

where || || is the Hermitian structure on the bundle .S%Mh that has a
compatible connection with curvature —2ihd, .

The section s is essentially the square of the denominator in the Weyl-
Kac character formula for the affine Lie algebra g, and is extensively
studied in that context. It has the following key properties:

(i) From its construction, it is invariant under the Weyl group W .

(ii) It has a natural square root si2 , which is a holomorphic section
of .S’{fbh . This square root is simply the partition function for a system
of Majorana fermions coupled to the bundle E,_. It can be rigorously
constructed using the theory of Pfaffian line bundles [10]. (The theory of
Pfaffian bundies applies to appropriate Dirac operators twisted by vector
bundles with quadratic forms. In genus one the d-operator is equivalent
to the Dirac operator D associated with the trivial spin bundle. The
bundle E_ has a quadratic form coming from the pairing of positive and
negative roots. The square root of s is just the Pfaffian of the Dirac
operator twisted by E_ .)
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(iii) Since s is Weyl invariant, its square root must be either Weyl in-
variant or anti-invariant. In fact s'/? is Weyl anti-invariant, something
that can be seen by inspecting its zeros, which are manifest from the de-
scription of s as a determinant. (s has a double zero and 5% hasa single
zero at generic fixed points of an elementary reflection. Consideration of
the zeros of s provides another elementary approach to understanding
the existence of s'/2 .) Moreover, s has only the zeros required by
anti-invariance. Therefore, every anti-invariant section of & ® is divis-
ible by s'/2, so the anti-invariant subspace of HO(T x T, Fo ) is one
dimensional, generated by 52

(iv) s'/? obeys a heat equation

(5.6) (6(1’0) + -‘Il}—z(cs(l’o)on_l)QVLVj + central) s =0,

where “central” denotes the pullback of a one-form from .77 . The fact
that s'/2 obeys such a heat equation, with the correct choice of the central
term, is an inevitable consequence of the fact that theta functions obey heat
equations if their dependence on 7 is fixed correctly, and the fact that
the space of anti-invariant theta functions at level 4 is one dimensional.
(Actually, the heat equation (5.6) is well known in the theory of affine Lie
algebras and is essentially equivalent to the MacDonald identities.)
Reduction of the connection. We are now in a position to simplify the
connection 6”72 on the quantum bundle )?’Q over . . The quantum bun-
dle Zz is isomorphic to what we might call the mock quantum bundle,
namely the bundle Z/’; whose fiber at J is the Weyl anti-invariant sub-
space of HO(T xT,% ®k+h). The isomorphism between % and % is

multiplication by s'2. (Multiplication by s'? clearly defines a map from
% to ;7; , and this map is an isomorphism since, as s'/? has only the
zeros required by anti-invariance, every anti-invariant section of 5{ Sk+h
is divisible by s'? .) Conjugating by sY 2, we get a connection % on
the mock quantum bundle, namely

(5.7) 6% = ' 5% .72,

In evaluation of (5.7) using the heat equation (5.6) one finds some cancel-
lations; after a short computation, one obtains

Z, 1 ~1\ij
(5.8) =5+ g ((07,™"Y29,9;) + central
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(5.8) coincides with the projectively flat connection (5.2) which might have
been guessed naively from the beginning, but (i) k is replaced by k +
h, and (ii) we are to restrict ourselves to Weyl anti-invariant sections of
3®k+h )

The question now arises of what would be required to sharpen the above
computation and determine the central term in (5.8). There were various
points in the above derivation in which central factors were omitted. Even
the starting point, (5.3), had an ambiguous central factor, because the
determinant H , which is a function on .# x .7, is defined only up to
multiplication by a function on .7, until one picks a particular family of
metrics on X, which we have not done in the above. We will see in §5b
that if one uses flat metrics on X of unit area in defining H, then the
central term in (5.8) equals the conventional central term in the usual heat
equation for theta functions.

For future reference, it is useful to note that up to multiplication by a
function on Teichmiiller space,

(5.9) H~|is|%,

since in fact H = H;- l|s||2 ,and H, is a function on .7 alone.
Unitarity. It remains to discuss unitary. According to the standard dis-
cussion of quantization of abelian varieties, the connection (5.8) is com-

patible with a simple unitary structure. If 6 is a section of % which is
parallel for (5.8), the unitary structure is

(5.10) 8, 6) ~ // 16172,

where [, is integration on .# with the measure determined by its sym-
plectic structure, and HL‘)H2 is the norm of 6 as a section of the Hermitian
line bundle .Z®*™"*  The symbol “ ~ ™ in (5.10) means that, since we have
not pinned down the central term in (5.8), the unitary structure (5.10) is
invariant under parallel transport by the connection (5.8) only up to mul-
tiplication by a function on 7 .

It is now easy to derive a similar expression for a projectively unitary

structure respected by the connection 5% on the original quantum bundle
% . Since the relation between a parallel section y of % and a parallel

section 8 of % is 9 =s"%. v , the unitary structure on % is given by

(5.11) v, v) ~/ 57201 - 1wl
w4
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In view of (5.9), this amounts to

(5.12) R /j H |yl

The occurrence of a ~ sign in (5.12) is inevitable at this point since we
have not yet chosen metrics on X and defined H precisely. We will see
below that if H is defined using flat metrics of unit area, then the unitary
structure defined on the right hand side of (5.12) is invariant under parallel
transport by (5.3), not just projectively so.

5b. Explicit computations. We will now present explicit formulas flesh-
ing out the conceptual treatment just sketched. In addition to making the
treatment more explicit, this will give us the chance to demonstrate that
the Weyl-Kac characters of affine Lie algebras are parallel sections of the
quantum bundle, and to fix the projective ambiguity of the above discus-
sion.

Basic objects upstairs. The space &/ of connections on the trivial
G-bundle over ¥ may be identified, after choosing a base connection
and a trivialization of the tangent bundle of X, with the direct sum
Q°(Z, Lie(G)) ® Q°(Z, Lie(G)) of two copies of the space of Lie algebra
valued functions on X. Explicitly, we will represent X by the quotient

(5.13) = Rz/ZxZ, (x1 , xz) ~ (x1+ml , x2+m2) for m' , m* e Z,
and write any connection A4 as
(5.14) A=Adx' +4,dx* for 4, € Q°(Z, Lie(G)).

The symplectic structure on & was given in §2, where it was also shown
how the relevant complex structures on ./ are induced from complex
structures on X. We explicitly parametrize the (Teichmuller space of)
complex structures on X by the upper half plane Im 7 > 0. In the complex
structure determined by 7, the coordinate

(5.15) z=x'+1x°

is holomorphic.

The Kdhler structure on # . Let t be the Cartan subalgebra of G,
and let .S denote the set of flat connections 6 = 91(27zidx1) + 02(27tidx2)
whose components, ¢, , are constant on X and valued in ¢. Every point
in .# is represented by some point in S. Two points 6 and 8’ in &
are gauge equivalent if and only if their holonomies are conjugate; that is,

(5.16) 0 ~ 0 e eZniGi _ geznie;g—l
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for some g in G. Equation (5.16) is equivalent to
(5.17) 0 ~w-0+4,

where 4 = (4,, 4,) with 4, in the coroot lattice AR = {Aet: et = 1},
w e W, and with w-6 = (w-6,, w-0,). To summarize, we have

(5.18) M =F 1 0)/=TxT/W=txt/(A"x A®)xw,

where x denotes semidirect product.

We may calculate the Kéhler structure on .# by regarding it as the
quotient of the finite-dimensional affine Kahler manifold S ¢ F™! (0) by
the discrete subgroup (A% x A®)XW of . Let (0,, 6,) be a point in
txt>%. Wefix a basis {¢;}, i=1,---, Rank(G), for ¢, and denote
the components of a point ¢ € ¢ by ¢i . Welet C, i=ee be the matrix
for the basic inner product on Lie(G) restricted to ¢ (see the Appendix for
normalization), and C" be the inverse matrix. We will sometimes write
u’ for of ju’uj ,and u-v for Cijulv’ . We will denote the imaginary part
of © by 1,.

The symplectic structure on moduli space restricts to a symplectic struc-
ture on f x ¢t given by

(5.19) w =2k d0, - df, = 2nkC,,d8,d6).

The complex structure on %/ determined by 7 restricts to a complex
structure on ¢ x ¢ in which

(5.20) u'=6,-16,, i=1, .-, Rank(G),
are the holomorphic coordinates. We will denote by ¢, the space  x ¢
endowed with this complex structure.

In complex coordinates

ikm i _j

(5.21) w= —Tz—Cl.deu Ndga
where doui =d 9; —1d 0{ is the differential of #' at fixed 7, and similarly
for doﬁ' . Observe that w is positive and (1,1) as expected. Also we have

dt 0

(5.22) 60 = - ®dy7.

Ty 0u

The determinant det'(gfﬁ ). To make the arguments of §5a explicit,
we need to evaluate det’(ﬁl?ﬁ?— ), s =det(@,), and s/
find it convenient to work not with the section s'/? of the Pfaffian bundle

. We actually
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of & 4 » but with the function IT which appears below and is a section
of the Pfaffian bundle of the operator & coupled to all of Lie(G). The
two Pfaffian bundles differ by the pullback of a bundle from .7, and I1
differs from s/ only by a central factor, which was ambiguous in §5a to
begin with. To keep the calculations concrete, we will calculate the results
without reference to the theory of determinant line bundles, but rather in
the language of holomorphic factorization which may be more familiar to
some readers. We will see, after the next subheading, how the choice of
Quillen counterterms in these calculations implicitly trivialize certain line
bundles that would appear in a more conceptual description.

We choose the J independent metric on the Lie algebra QO(Z , Lie(G))
given by the J independent measure dx,dx, on X. The determinant
det '5;5 , in this metric has been evaluated in [12]. For completeness,
and to fix notation, we now give a derivation of the required formula. The
result is stated in equation (5.28) below.

We first observe that the determinant factorizes as the product of de-
terminants of Laplacians on the root spaces. To see this, recall that the
complexified Lie algebra Lie(G), of G decomposes under the action of
the Cartan subalgebra ¢ as

(5.23) Lie(G). = E, ® (@ Ea) ® (@ Ea) :

a>0 a<0
Here E_ are the root spaces on which ¢ acts by the root «. The space E,
is the complexified Cartan subalgebra ¢ andis r = Rank(G) dimensional.
The root spaces E_, for a # 0, are one dimensional. The nonzero roots
are divided into positive and negative roots.

The operator 8 , has a simple form relative to the decomposition (5.23)
when A = 6 = 27i(8,dx" +6,dx”) with 6, € t. Any y € Q°(Z, Lie(G),)
may be decomposed as y =Y w_ , where for a #0, y, € QO(E, E),
and for o = 0 the sum is understood to run over r copies of C corre-
sponding to writing E;, = ] C. Then

(5.24) 59‘//:25(0,“)‘//a> (o, u) = (a, 01)—1(04, 02):

where 5@ denotes the & operator on the trivial complex line bundle over
Z coupled to the flat connection 27zi(vld)c1 + vzdxz) .

For v not gauge equivalent to zero6, the operator 51; is invertible,
while 0, has a one-dimensional kernel and a one-dimensional cokernel

SThat is (v,, v,) # (0,0) mod (1, 1).
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spanned by the constant functions and constant one-forms respectively.
Correspondingly, the operator & 4 has (generically) an r-dimensional ker-
nel and an r-dimensional cokernel spanned by constant functions and
constant one-forms valued in ;.

As a consequence of (5.24), we have the factorization

At ot =t =
(5.25) det '3y, = (det'dy,) [[ detd,, ,3,, -
a#0
The { function regulated determinant of the Laplacian 5251, on X
was computed originally by Ray-Singer in connection with analytic torsion
[29]. They found, for v not equivalent to O,

A

_1-_.
det(9,0,) = (exp
v 212

(v — 5)2> |detd, |’

(5,26) detﬁv _ eni1/6(eniv _ e—m’v) (1 _ eZnivqn)(l _ e—Znivqn) ,

—s

Il
—_

n
q= e27tir.

Some explanation of the definition of detd, is required. Since 9,
varies holomorphically in both 7 and v and has no zero modes, if there
were no “anomalies” introduced by regularization, det 5150 would be the
absolute value squared of a holomorphic function. Because of anoma-
lies, this is only true up to a “counterterm” While the function detgv
appearing in (5.26) is holomorphic in both 7 and v, the “counterterm”
correction factor exp((n/27,)(v — 5)2) cannot be written as the absolute
value squared of a function holomorphic in both 7 and v J

For v = 0, the determinant is given by

) o0

(527)  det'dia, = 1,ldet T, *,  det'd, =" T[(1-4"),

n=1

where det '50 is holomorphic in 7. The correction factor 7, by which
(5.27) fails to be an absolute value squared arises due to zero modes.

"In exp({n/21,)(v — 5)2) we recognize the contribution of the original “Quillen” coun-
terterm

1 n
exp— [ A A-=exp——7Tv,
xDZni/; e P T,

which is the usual counterterm extracted from (5.26) to obtain holomorphic factorization
with 7 held fixed.
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Substituting (5.26) and (5.27) into (5.25) and doing a little algebra (us-
ing (A.8)) give

H=det'd}5, = %|det '3, ",
Q=rlnt, + %(u—ﬁ)z,

det '50 =1(z, u)*,

528 pP= % a = the Weyl vector, |G| = Dim(G),
a>0
§ .
I(t, u) = [H(l - q"):l H (1- qne27u<a,u>)
>0 a#0,n>0
2m(a u)
< [10-
a>0

The definitions of IT and IT agree with that given in the Appendlx From
the Macdonald identity, I = 0 ho We conclude that IT = det’ (8 )1/ 2 s
a Weyl anti-invariant level A theta function.

We see from the above formulas that H is 2 times the absolute value
squared of the function det'(59) which is holomorphic in 7 and u. That
H has this form could be deduced from the index theorem. The main
point is that

(5-29) 5.7xt><ta.7xtxtlnH=5.7xt><ta.7xt><tQ’

where 8 ,,, and 9., are the - and J-operatorson 7 xtx 1. We
first observe that ¢ x ¢ has vanishing Ricci tensor because it is flat. Also
the  —F piece of the local index density for ¢,(Ind(8)) vanishes since
X is flat. As a result, the index theorem identities (4.17)-(4.20) read

T I H = ~2i% 0 ¢ %Tr[é./(] O As70

k
(5.30) .
= d i nd@ + Lidenar,
7, 4‘[2
Writing
(5.31) Q=2hQ,+rlnt,, Q= 2’; (u—7u)?,
2

and noting that du’' = dyu+ ((u' —Hi)/2i12)d‘c , we see that the two terms
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of 04,05, @ equal the two terms of (5.30). We will find the identity
1

(5.32) B D i Co = ~ 170 = —i00,

particularly useful. N

The prequantum line bundle £ and its connection. Let .Z] be the
trivial holomorphic line bundle over 9 x ¢ x t. We give it the Hermitian
structure

(5.33) W, Vg =v ¥ ¢

and the compatible connection with component V in the ¢ x ¢ directions
and ¢ in the J directions. By (5.32), we see that the connection has
curvature —ilw,. The action of the Weyl group on the trivial bundle .
is the trivial lift of the action on ¢ x ¢. Define the action of A% x A% on
- so that invariant sections of .Z have periodicities

W[(r3 u+}'1) = W[(T> u)

(5.34) .2 .
w,(t, u+1h,) = exp(—inltd, — 2mild, - u)y(t, u)

for 4; € AR . The holomorphic and Hermitian structures on < are in-
variant under this action. For fixed 7, sections of . with the above
periodicities are identified with sections of the pushed down line bundle
over T x T and are called level / theta functions. The pushdown of
the bundle .%, is isomorphic with the determinant line bundle Det(9).

Thus the bundle ., — ¢ x t pushes down to the bundle _i’fk -TxT
appearing in §5a. .S’fk further pushes down by the action of W to the
prequantum line bundle .?fk over .# . The quantum Hilbert space con-
sists of the holomorphic sections of _?fk , that is the Weyl invariant theta
functions at level k.

An important fact that we need for our calculation is that the multipli-
cation map from i’jl ®.€’}2 to .‘2’}2 respects the holomorphic and Hermitian

structures, as well as the action of the group (AR x AR)>2 W . Therefore
we may use Leibniz’s rule to evaluate covariant derivatives of products of
theta functions. Also the holomorphicity of II together with

AY

12 _ 12 o
(5.35) H'™ =1, <H,H>_92
implies that

(5.36) WV, nH)=T1I"'VII
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and

(5.37) 16" OmH) =11 6" O + dr—.
dit,

Heat equations for theta functions. Allowing t to vary, we require that
level / theta functions are holomorphic in 7 and satisfy the heat equation

_ _ 51,0 _kpije e _r
(5.38) Ow =0, 0=8""-28 VL.V1+dr4i12.

To write this out explicitly, we let d/d7 denote the 7 derivative in coordi-
nates (1,7, 6,, 6,),andlet /9t denote the 7 derivative in coordinates
(1,7, u, u). We have

d 98 + ¥ -7 8

dt ot 21, 94"

The connection on .Z] is given by

(5.39)

F)
Viy, = pridt
_d
5(0, I)W[ — dTE%W[ ,
8 8
V= 5+ (510) | v
(5.40) 8 In .
= [W + gcu(u - u)’] v,

Finally, note that

Ll—_l ~1gj AT ij
(5.41) Bl=-2(0Jo = ==C".

Putting this altogether, we find
a9 1 c 0 0 ]

542 a,=d - —C ——

(3-42) 1= an [81 anil " 3 0w

which is the heat operator at level / found in the appendix. So the level

{ theta functions are just the theta functions 0% , given in the Appendix.
Proof that Weyl-Kac characters are parallel. Let

HW., 2nit  2mi 1(|pl? h—|y+pl? [ (k+h
(5.43) Wy,k(f, u) = Xy ™", e mu)emr(lpl Th=lr+pl"/(k+h)
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be (up to the overall constant included) the Weyl-Kac character at level &
for the highest weight y € AR, According to the character formula (see
the Appendix),
0 (t,u)
5.44 T, u) = LBk

(5.44) Wy ulE ) = TEEE

where 0},_ +p kth is the Weyl odd combinations of level k theta functions
defined in the Appendix. For each 7, 7 is the ratio of a level k + A

to a level ~ Weyl odd theta function, and is thus a Weyl invariant level
k theta function. So Y, « is a section of %

> (0, 1)
The vanishing of 6% y, follows trivially from holomorpicity in 7.
I?ince 0; p ket satisfies the level k+ A heat equation, Y, & is annihilated
Y

=1 = (1,0 ~—1 o(1,0) ¢ r
I1 oDk+h°H=5 +(H o H)+dt4_l‘l'-;

ke - .
5.45 __% gU
(5.45) TrplBVY+2 BLI'V )Y,

=

i
+ BTV ¥ 1T).
Now using (5.36), the heat equation at level 4 for I1, and (5.37) twice,
this operator equals

510 4 %(J(I’O)InH)

kgt opi

(5.46)

VlnH) . % 0" mH)|.

S e

2

Combining the two constant terms, we see that this equals 6%(1 o . Thus
¥, , is annihilated by 5% .

Orthonormality of the Weyl-Kac characters. We define the inner product
on % by

a=tg 1/2
(5.47) Wy k> ¥y ) =/T Tw'(det'aeag) / Wy i ¥y i)
X
Up to a 7 independent factor, the integrand is

1 e r -
(5.48) (gd’ud u> ("% e Sy ).
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So, up to a constant,

roor— =2 (k+h)m(u—1)/21,
Vo o, W )= dudur e
(5.49) Woio ¥y = [ 2

x 6

* e
y+p,k+h(1’ u) 0,

y +p,k+h(r ’ u)'
From the orthonormality properties given in the Appendix for the theta
functions g, o kth > it follows that the v, , are orthogonal and have 7

independent norms. Since the Y, & form a basis of parallel sections, this

shows that the connection 570 is unitary relative to the inner product
(5.47).

6. Hilbert space structure on ZZ

In this section we will briefly discuss the question of the existence of

a Hilbert space structure on % relative to which the connection 672 is
unitary. We make no attempt at complete results, but merely point out
possibly useful observations for later consideration.

In the finite-dimensional case, a Hilbert space structure on /‘f’Q relative

to which §7%¢ is unitary may be obtained by pushing down the trivial
Hilbert space structure on ZX/Q . In this case, the inner product on %] gy 1s
given by

(6.1) (9, , W) =/Mw"/2<w,, AP

where the ¥, are elements of ZZ[ ; and the y, are the corresponding

Z -invariant sections of Z; ()& is the inner product on . ; and w"?

is the symplectic volume form. The sections ¥ are determined by their
values along F _I(O) . Integrating along the &, orbits then gives

(6.2) (W ) = // @™, ) S,

where U is a function on .4 x.7 expressible as an integral of a top form
o along the & orbit. We will give below an explicit expression for o

along F~ : (0) together with the differential equation determining o along
the orbit.

It was shown in [7] that in the gauge theory case, ¢ may be expressed
in terms of the exponent of a gauged WZW action. The &, integral deter-
mining U is then a (formal) functional integral, which, in the genus one
case, has been studied in [12] in connection with coset models. Using the



GEOMETRIC QUANTIZATION OF CHERN-SIMONS GAUGE THEORY 873
results of [12], the authors of [7] showed that on the torus, U = H'/? ,
where H is the determinant det’(A). We have already rigorously checked

in §5 that in this case and with this choice of U the connection 672 is
unitary.

In the gauge theory case for genus bigger than one, and in the general
finite-dimensional case, U depends on k; there does not seem to be a
simple explicit expression for U. We may, however, attempt to evaluate
U perturbatively in powers of 1/(k + h). The solution to leading order
is still H'/? , but now there are subleading terms.

It would be very interesting to investigate the higher order corrections.
For example, in the next few paragraphs we will explain why an explicit
expression for the subleading term could lead to a rigorous proof (perhaps
simpler than that given in §7) that [R(z’o)]0 vanishes.

Differential equation for U. Since in the gauge theory case it will be
difficult to make rigorous the pushdown construction of U, we begin by
simply formulating in terms of the geometry of .# the conditions that U
must obey in order to give a unitary structure.

Unitarity of 672 is the statement that for holomorphic sections Vs Wy,
one should have

(6.3) S0, W) = (670w, ) + (,, 674,

Writing 6% =194 50D — k@ /(k+h), and recalling that & is of type
(1, 0), (6.3) is equivalent to
" k "

O I A R e LA
together with the complex conjugate equation. Integrating by parts (ne-
glecting the effects of singularities) and then requiring that the coefficient
of (¥,, ¥,) in the integrand vanishes, we find
(6.5) (5“ 04 % (vL.B’J-vJ_. ~v - 55“"” logH>> U=0.
This is the local form of the unitarity condition.

To analyze (6.5), it is convenient to write U = H'“F for F a function
on # x.7 . With a little algebra, the local unitarity condition (6.5) may
be written as

172

1 —-1/2 1/2 jj (1,0)
(66) 0=-—5(H raH"YF —kv,B4v F)+ 8" OF.
In (6.6), O denotes the partial differential operator
(6.7) 0=-hs"" +kv B9,
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(Note: The expression kV,.BQV ; is independent of k& since B is propor-

tional to 1/k.)
To solve this equation order by order in 1/(k + k) write

1 1 \"
(6.8) F_1+mFl+...+(m> Fy+ooe.
Then,
o (5(1,0)F1 - H—1/2DH1/2’
() §""OFy = (-kvBYv, + H'OH'")F_, for N> 1.

We conclude:

(i) The choice U = H 12 obeys the local unitary condition to leading
orderin 1/k.

(ii) This leading order solution is exact if and only if H —igyt?
vanishes. (In the gauge theory problem, this is true in genus one but not
otherwise.)

(ii1) Since (6 . ’0))2 = 0, the first order correction F, exists only if

(6.10) s "o = 0.

The fact that, in the gauge theory case, H ~120H"? vanishes in genus
one is essentially equivalent to the heat equation for si7? (or IT) discussed
in §5. It is because H ~120H"? vanishes in genus one that we were able to
give an explicit proof of unitarity in genus one, with, of course, U = H 1z

Point (iii) on the above list is of particular importance, since (6.10) is
equivalent to the identity required at the very end of §4 to complete the
proof of the vanishing of the (2, 0) part of the curvature of the connec-

tion % without appealing to global holomorphic considerations. While
it is no surprise that unitarity would imply vanishing of the (2, 0) cur-
vature, the point to be noted here is that unitarity has to be understood
only approximately, up to terms of order 1/k, to get an exact result for
vanishing of the (2, 0) curvature,

§7 will be devoted to a proof of (6.10); evidently the identity could also
be proved, perhaps more directly, by constructing the object F,. F, could
be constructed in principle, and probably also in practice, by carrying out
the pushdown construction of U perturbatively in 1/k. For complete-
ness we now present the simple calculation that (6.10) is equivalent to the
criterion in §4 for vanishing of the (2, 0) curvature. In §4 we showed

6.11)  [R®Y), = [VLBQVL + BQ(VilogH)VL.](—%é(l’o) log H).
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We compute
(6.12.1) - v,B4v 5" V(1og Ht) = ~v BY(6"- OV log HY)

(6.12.2)  =+v,6" B4V log i) = +6"%(v BV log )
(6.12.3) =¢" ’O)(H_é(VL.BQViH%) - Byé(vilogH%)(vilogH%))
(6.12.4) =" H "} (v By iH* ) - 4BV, log H)(V  log H)).

In (6.12.1) and (6.12.2) the derivatives 69 and V, commute because
there is no curvature in the holomorphic-holomorphic directions. The sign
change in (6.12.3) comes from commuting forms. Similarly,

- B"i(VilogH)Vjé(l’O) log H'/?
{(6.13) 1' (1.0 i),
=20 (B -(Vi.logH)(leogH)).
Combining (6.12) and (6.13) proves the required result.

The pushdown inner product. Finally, we will now describe a general
theoretical formula for the pushdown construction of the function U that
is needed for unitarity.

Let n, : &/ — &/ /% = .4 be the projection map, and for a point
A (—.F_I(O), let i,:% +— % bethemap g~ g-A4. Let y, and y, be
% invariant sections of £ over Im i, such that < v, , >=1 at the
point 4. On the ¥, orbit Im 7,

(6.14) " (wy, vy = (@) "0

for some form top form ¢ along Im i, . The pullback i;a is a top form
on & (we assume that &, has discrete isotropy subgroups).

According to (6.2), U is determined by o ; in fact, the value of U at
the point 7 (4) is
(6.15) U(n,(A4) = / i'o.

¢

The form ¢ can be determined as follows. On F~'(0), we have T/ &
TH o T(g,) as symplectic vector spaces. Of course, T(g,) = i,,(8,)-
Since @"/* and 7}(®)™"* are the natural symplectic volumes on T.%/
and 77, and since < y,, ¥, >=1 on F _1(0) , ¢ must be the natural
symplectic volume form on T'(g.). By the definition of the determinant
H , this natural symplectic volume form pulls back to
(6.16) io=H-g,,
where o, is a fixed volume form on T(g,).
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The variation of ¢ along the G, orbit can then be determined by com-
puting its Lie derivatives. In fact

(6.17) .‘Z}aa=0, .S’JTaa=2Faa.

Equations (6.16) and (6.17) determine ¢. It has Gaussian decay as one
moves slightly away from F _1(0) , and so the integral (6.15) which gives
U may be evaluated for large k by steepest descent. The leading order
solution for U is H'? , as claimed above.

7. Explicit proof that RZ9 vanishes

This is the most technical section of the paper. Its main purpose is
to complete the proof, begun in §4, that the (2, 0) curvature of the con-
nection 6 vanishes for the gauge theory problem where there is no a
priori argument available. In §4 it was shown that the vanishing of R®:9
followed from the vanishing of its zeroth order piece [R(Z’O)]O . In princi-
ple, however, had we not been able to make such a simplification by the
intrinsic considerations of §4, we could have proved the vanishing of all
of R*® by the methods used below.

The identity which we wish to prove the determinant H = det’(T. ZT T,)
satisfies is

k+h\% o,
0= (_k—> [R(z 0)]O = [ﬁ2+1(ﬁo)]o
(7.1) ) | |
= (V,BLV, + WiV ) <—§5“’°> In H) .

This is an identity for intrinsic objects on .# . As discussed in §3, &, ,
and &, may be written in terms of Green’s functions and their derivatives

on F _1(0) :
k i) ol k J 1 oppm
(1.2) Opy =F LV&M_‘% ZV1+% l(V&%_L)M T Vo
) i ~1,4(1,0
g, = i1, (6" 0Ty,
where the derivatives in &,_, act on the function & .

The proof of (7.1) will be motivated by the following philosophy. A
priori, in finite dimensions, the vanishing of [R(Z’O)]0 follows immedi-
ately from two facts. First, the (2, 0) curvature of the connectior} 5%
on % vanishes trivially; and, second, the pushdown connection 5% has
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the same curvature as 6°¢. In the gauge theory case, this is only a for-
mal argument since it involves ill-defined operators. It can however be
used to provide an outline for a rigorous argument by rephrasing the two
facts above not in terms of the operators themselves, but in terms of the
coefficients of the pushdown operators. More precisely, as we saw in §3,
if we look at operators such as those appearing in the above argument,
the coefficients of terms which do not vanish when acting on GIHS (gauge
invariant holomorphic sections) over F _1(0) are given by explicit expres-
sions written in terms of Green’s functions. Looking at the degree zero
piece of the operators appearing in R®0 provides the desired outline for
the proof: On the one hand, the first fact, that the (2, 0) curvature of 5%
upstairs vanishes, suggests that a certain nontrivial combination of explicit
functions on F _1(0) sum to zero. The second fact, that the curvature of
the pushdown connection is the same as the curvature of 5% , suggests
that this same combination of functions must sum to desired expression
[4,,.,(&,)], appearing in (7.1) .

The proof that [R(z’o)]O vanishes then amounts to showing that what
is suggested formally is in fact true. In this section we shall write down in
complete detail the manipulations of Green’s functions which show the de-
sired result. (The proof also relies on the manipulation of §3 which shows
that the pushdown connection is the same as the connection discussed in
§4.) For the gauge theory problem, one must then show that, with a suit-
able regularization, these manipulations are rigorously valid. We do not
carry through the analysis of regularization here, although we strongly be-
lieve that no essential complications would arise in doing so. Our basis
for this belief is that the vast experience of physicists shows that the rele-
vant physical system, the b — ¢ system, has only the anomalies discussed
in §2; but these anomalies should not spoil the manipulations below. We
should point out, however, that the manipulations of this section do not
appear to simplify when expressed in a more physical notation. Since the
anomalies are not relevant for our consideration here, we will not see the
shift ¥ — k + A4 in our discussion.

This section is divided into several parts. In §§7a and 7b we develop
some machinery which allows us to systematize the procedure of pushing
down operators and identities which was discussed in §3. In §7a we define
some useful geometric objects. In §7b we define a means to extract from an
operator on .- the coefficient of the zero-grading piece of the pushdown

operator. In §7c¢ we rederive the connection 5% using this machinery;
along the way we find some useful identities. In §7d we review the a priori
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argument that [R(Z’O)]0 vanishes in a way which will motivate the calcu-
lations in §7¢. In §7e¢ we present the heart of the calculation: By looking
at the zero-grading pieces of the pushdown operators, we interpret the a
priori argument that [R(z’o)]0 vanishes in terms of relationships between
explicit functions on F "1(0) . Neglecting issues of regularization, we then
prove these relationships using manipulations with Green’s functions.

7a. Some useful geometric objects and identities. In this subsection we
will develop some machinery which makes the pushdown procedure more
transparent. To begin, we define the holomorphic derivatives v* and

v¥ inthe .# and Z directions by

(1.3) vl =ziv v = (m,LV

i 1 P iy

sothat V, = V;’+Vi? . We may then compute the following commutators:

v* v ]_(/M) vk,

l 2

(7.4.1) L L
() = TV, T - T, T
? k I
(7.42) ok ’-]—(/G&&’
TR AR/
(7.4.3) v, vf] =0

The important point here is that the commutator of any two derivatives is
necessarily in the .# direction. This is a consequence of the fact that the
holomorphic variation V,.%Z maps into the image of 2. The commuta-
tors (7.4) are easily derived using the explicit formulas (3.30) for V.7 .
For example, for (7.4.3), we compute

(1.51) (GO = (m)V,(x); ~ () (mpky

(7.5.2) = (I (T (G (T3, T8, + T3V, TR,
(7.5.3) =(1,")* (T_l)ij’ s’

(7.5.4) = 0.

(7.5.3) follows since the T, form a group representation, and (7.5.4) fol-
lows since Z'T,=0.
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Next, to make the group action more transparent, we introduced some
slightly modified covariant derivatives. Recall that the quantum mechan-
ical generators are

. 1
(7.6) F, = 7T§aVi+ F,.

We define modified covariant derivatives Vi.g and V:. by

g _ p-la g g -l
170 Ve =TT F =V +iF,  F=(T0)F,

L

! w4 1y
(7.7.2) V=V +V, .

That is, V;. equals V;l in the .# directions and the quantum mechanical
generators in the G directions. Consistent with these definitions we write

(7.8) V;? =if = Tjavj.? ,  a=agroup index.

The requirement that the group generators form a representation leads
us to expect

(7.9) v,”, Vf 1=0
Using the fact that [V,.? , Vj?] = 0 this is seen to be equivalent to

Z Z
(7.10) V,F,=V/F,

This identity is fundamental in what follows.

We will prove (7.10) as a consequence of two other identities. The first
is a “structure equation” along the &, orbits: Think of (T, I)C ; as a basis
of & invariant (1, 0)-forms along the fibers of the ?c-action._ We have

@7, = VAT =T,

~1 —1\b

(7.11) =—fu (T AT

(T >,-
(T (V)T T () = (m)F )
To prove (7.11), first note that
(v, 17 = =@ (] +vOTOT]Y,
(7.12) = —(1; )L~<T ) (T2, TENT

~ (1 (v T)T] 'Y
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SO
(7.13)
@17 = = () (T T (v (T ) - T

(VeT)T; [ ) = 25 ().

But, by the group law

(Y TEINTY,

- [Tz‘1

gy TaVTOR) = T TET ) = L TEATT )

_ c
— Jab >

completing the proof of (7.11).
The second identity needed to prove (7.10) is

(7.15) [(@T:T] ") = (@T7, ), = (1) (T f,

z Ji\Tz j/a

c
ch'

To prove this, note that, since F is a moment map,
T T
(7.16) foo F.=(T,, T,) = (T, oTy),, + (T3 «T,),

Multiplying by (7, ) AT, ) then yields (7.15).

Finally, to prove (7.10), note that

VE, =V (F (T ) = (VENT, ) + F(V(T7 1))
717 = (@T,T; 1), = BT (V1)1
Applying (7.11) and (7.15) then gives
(71.18)  V,F; - VF; = —Fa(T;‘v&T;‘)“L(z’ﬁ(n,)i. —%&L(n,)g).

This vanishes if / and j are both in the & direction, thus proving (7.10).

7b. Operator grading. In §7e we will express the a priori argument that
[R(2 ’0)]0 vanishes, in terms of the coefficients of the zeroth order pieces
of pushdown operators. To do this we will need to assign to a differential
operator D on .2 with only holomorphic derivatives a function [D],
on F _1(0) which is the zeroth order piece of the pushdown differential
operator.

A suitable definition is the following: Let D be a differential operator
on .# with only holomorphic derivatives. Choose any decomposition of
D of the form

[P I I Ry 4 Mot & 24
(7.19) D=[D],+> D" i”‘Vz. VLV

=m
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where all the V'Y derivatives are to the right, and all the v#* derivatives
are to the left. Define [D], as indicated to be the piece of this decompo-
sition with no derivative operators.

Such a decomposition of D always exists. It is not unique because
V,l does not commute with V;.t . However, using the commutation re-
lations derived above, it may be checked that the zero grading piece (D],
is unique. This grading pushes down to the natural notion of grading of
operators with only holomorphic derivatives on .# since the operators
v'? annihilate GIHS.

7c. The pushdown connection 5%,

Verification that 6% respects the % -action. We have already seen that
the connection 5% preserves holomorphic sections. Before rederiving the
connection §7¢ in the notation of the previous subsection, we check here
that 6% also respects the group action. Equivalently, we must show that
the group generators V;g are parallel: We have

[5’?& , _ivf] = [5(1’0) - MQVL.Vi. , —iTz&aV&+Fa]

(T7.20.1) = - L8JETL,Y,
(T7.20.2) — AV, TE )MV v,
(T7.20.3) - 2(ViFa)MQV ;
(T7.20.4) - MLV ¥ F,).

{The above is a definition of the terms (T7.20.1)-(T7.20.4). We will refer
to the above equation by (T7.20). We use similar notation throughout the
section.) Now

(7.21) V,V,F,=0

since & acts holomorphically and by the definition of F,. Thus (T7.20.4)
is zero. Also using the definition of F,, we find

(7.22) (T7.20.3) = 2015 (36T )iy ;= —(T7.20.1).

Finally, to see that (T.20.2) vanishes, recall first that @ and dJ and so
also M are group invariant. Therefore,
(7.23) 0= (V,TS )MY +(j k).

17 za
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But then

k

(7.24) (T7.20.2) = =2 (V,T%,) M ViVie =0

- “
odd in (jek) even in (jerk)

(The holomorphic derivatives in {7.24) commute since  is of type (1, 1).)
Combining (7.21)-(7.24) we see that [6% , V;?] vanishes. The con-

nection 372 thus respects the group action.

Deriving the pushdown connection. For &/ finite dimensional, 6% =
é — @™ is holomorphicity preserving and respects the group action and

so pushes down to the desired projectively flat connection % =5-#
on Z’Q (see §1). We found an operator & in §3 which was equivalent to

@' when acting on Z-invariant holomorphic sections over F _'(0) , but
which involves only derivatives in the .# directions—the & derivatives
were solved by using

(7.25) V.2 =V’ +iF,=0 onGIHS,

The operator & has a well-defined regularization in the gauge theory case.

We now want to rederive the expression for ¢ in a more systematic
fashion. We decompose &*¥ in the form (7.19), and further separate out
those terms whose coefficients vanish on F '1(0) . First, we compute the
following identities

! . ’ .
.26 V.V, =V~ iF)IV; - iF]
| = —ilFY} + FV] = FF, ~ 1V F,~ iV F)+ V[ V],

W A 4 1% W 4 1 W )4 1 ¥
v+, ,V£]+VL.JV£ +v/v 4V,

(7.27) V,V;=V
& A & M A
vy, V1=V, V1= (V] F)
(7.28) ot

= —(ﬁ)g’v& —I(V!- F).
For (7.28) we have used the fact (see (7.4)) that the k index of (A#Z );‘—j

is necessarily in the .# direction.
Using (7.26)-(7.28) we obtain the decomposition

(7.29) G =Mvy, =0+6°+6",
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where

(7.30.1) G =0+,

(1.302) &, = MQ(VZ’VZ - (AT )i_'vf)’
(7.30.3) Gy = ~IM(V; F)),

G [ eyl ! & W A A i j v 4 18 1%

(7.30.4) @ =M4(V£.Vi. +V;V; )=M4(2V£ +V; )Vz ,
(7.30.5) &F = ML(-2iFV' ~ F.F, - 2iVv¥ F).
it P J 7L

The various operators (7.30) appearing in the decomposition (7.29) of
@"" have the following properties:

1. The operator &* vanishes on F _1(0) since F; and V;IFI vanish
there. -

2. The operator @ vanishes when acting on GIHS since it involves a
derivative V;? on the right.

3. As desired, the operator & only involves derivatives in the .# di-
rections and agrees with the operator @"? when acting on GIHS over
F7Y0).

4. @ is further decomposed into two pieces &, , and &,. &, is the
zeroth order piece of &. &, , is the sum of the purely first and second
order pieces of & .

Using the explicit expression for (# % )l_'f—j given in (7.4), we obtain
explicit expressions for @, , and &, in terms of Green’s functions. It
may be checked that these expressions agree with those derived in §3.

7d. The formal argument that R?9 vanishes. We briefly present, in
a way that will be useful for the arguments to follow, the reason why
[R(z,())]o vanishes in the finite dimensional case. We first observe that

(7.31.1) Y Ne" =0,

(1.31.2) e Ne =0 onFH(0),
(7.31.3) 6"Y -2 #°1=0 on GIHS,
(7.31.4) "%, =o.

These facts are simple to verify. For example, (7.31.3) follows since il
annihilates GIHS and 6"'%Y — #* preserves GIHS.
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Using (7.31.1)-(7.31.4) we obtain two different expressions for
(@% Ao lo- On the one hand, from the decomposition &% = & +
&% +0" =0,,, +8,+0° + 7", we obtain

g upy up upy F
(7.32) (AN )y=[0" AT, - (@ +O)NO),
=-lOArT], = “Wzﬂ(ﬁo)lo
on F _1(0). (In the second equality above we have used (7.31.1) and
(7.31.2).) On the other hand, from (7.31.3) and (7.31.4) we get

(7.33) [©° ne*), =160 -6, 6%, =0.

Thus [&,,,(4,)], vanishes and hence [R(z’o)]0 vanishes.

7e. The rigorous argument that [R(Z’O)]0 vanishes. In gauge theory,
the argument of the previous subsection is formal. The difficulty is that
the operator @ on . = & x C appearing in equations (7.32) and
(7.33) involves ill-defined sums. We can, however, use the argument as an
outline for a rigorous proof. We do this by writing (formally, in the gauge
theory case) [@ SN ], as the sum of nine explicit functions on F _1(0)
given in terms of Green’s functions. Equation (7.33) suggests that these
nine terms sum to zero. Equation (7.32) suggests that these terms sum
to the expression [~@,, ,(&,)],. To prove that [Z, ,(&,)], vanishes we
must show that both these conclusions are true. Since everything is now
expressed in terms of explicit functions on F _1(0) , we can give a proof
completely in terms of Green’s functions.

In this subsection, foregoing questions of regularization, we will carry
out the details of this proof. The more difficult analytical question of reg-
ulating the arguments given here involves making the nine terms discussed
above well defined using a regularization scheme which is consistent with
the scheme used in defining the determinant of the Laplacian, After this,
one must check that the manipulations, carried out in this subsection, of
these nine terms are valid within the given regularization scheme. To sim-
plify the exposition, we will present the discussion below as it would be
presented if we had such a regularization scheme in place.

The basic ideas involved are simple, and the procedure is more or less
algorithmic. Since the details are tedious and involve a large number of
equations, it is probably best to outline the steps involved.

Step 1: We formally derive a decomposition of [#° A & ], into the
sum of nine “primitive” terms. These terms are expressed explicitly on
F~'(0) in terms of Green’s functions.
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Step 2: In this step, we massage the terms found in Step 1 to show
rigorously that they sum to zero (7.33). The abstract proof of this result
was based on the fact that [(5;{'é , V;?] = 0. Accordingly, we group the

terms of Step 1 so as to make the role of the V;g explicit. Keeping in

mind the explicit proof in §7¢ that 5% respects the group generators, we
shall use the crucial identity (7.23) at the appropriate point.

Step 3: In this step, we massage the terms found in Step 1 to show rig-
orously that they sum to —[&, ,(&,)],. This corresponds to the rigorous
version of equation (7.32). The abstract proof of this result was based on
the technique of breaking operators up into derivatives acting in the .#
and & directions, which is done systematically by the machinery intro-
duced above. Accordingly, we group the terms of Step 1 to make manifest
the derivatives in the .# directions and the & directions. We now give
the details.

Step 1. Deriving the primitive terms. Our goal is to decompose
(&% no* ], into primitive terms which can be grouped in two ways cor-
responding to Steps 2 and 3 above. We find it simplest to first make a
preliminary decomposition in a way suggested by Step 2. So, to make the
group generators manifest, we write:

(7.34) [e° A&}, = M2V + V)7 )[Vf , @1y

(135) v, e"1= (1Y v o1+ T ee

Now we will decompose this into more primitive terms, designed so that
they may be grouped into the natural preliminary decomposition (T7.56)
of Step 3. To do this, we must first compute the commutator

(T736.1) v}, @”1=20*1] ) Iv,7, 9,09,

(T7.36.2) + MY v, VYL v
(T7.36.3) - M v (T VS
(T7.36.4) — M kv (17 v,
Now recall

(7.37) vl =12V, +iF,,

(7.38) V.V, F,=0, V. VT =0,
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so that
g .
(7.39.1) IV, s Vil ==(V T2V, — iV,F,
g
(7.39.2) (v, , V1. V=0

The term (T7.36.2) is therefore zero. Substituting (T7.39.1) into (T7.36.1)
and (7.37) into (T7.36.3) and (T7.36.4), and expanding we deduce

[vf" AE*Y,
=—2M&1((VKTZ)TZ_I)ﬁle_VL (T7.40.1)

2kl 1. } from (T7.36.1)
= 2AM(V )TV, (T7.40.2)

- 2ME (171 )TE, 9,9, (T.7.404) }  from (T7.36.3)
_ 2iMkl(V&(Tz_l)aj)(VLFa) (T7.40.5)

_ M“(V&VL(TZ—I)aj)Tm v, (T7.40.7) from (T7.36.4)

za'm

— iME(v, v, (T )" JEy (T7.40.8)

(In writing down the terms (T7.40) we have used the convention that a
derivative operator acts only on those terms to its left within its parenthesis
level.)

The desired expansion. We now obtain the desired expansion of
LN G]O. First, we apply MLZ(ZV;’ + V;?) to both sides of (T7.40).
Each term on the left-hand side gives rise to two terms. In the term labelled
(T7.42. n B) below, the operator M L—’(ZVj’ + V;.?) acts on the coefficient
of the term (T7.40. n); the term labelled (T7.42. n A) is the remainder of
the contribution from (T7.40. n ). Next we evaluate the zeroth order pieces
of these terms using the the following identities, valid on F 1(O) :

L oF
z T
(7.41) [(ZVEI + V)Vl =iV F).
& P :
(2 + V)V, V], = -2i(V, VI F)-iv,V,F).
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We obtain the following expansion:

Cad N
= +2iMEME (v, + V)

x [(V T )T, '1%)(VoF) (T7.42.1B)
okl  m - from (T7.40.1)
—2M-1M—[(V,£TZ)TZ i

x [~2i(V, V¥ F) - (V,V,F)] (T1.42.1A)

—2MEMEY

V)T i.(v;_? F) (T7.42.2A)} from (T7.40.2)

z i
+ 2MEMEN(9, T )(V, T )2V F) (T7.42.3A)} from (T7.40.3)
+ 2iMEMEN (9, + v )

x (T,V, T, V) (Vo F) (T7.42.4B)
- =TT from (T7.40.4)

- 2MIMHT, v, T

x [~2i(Vo V] F) — i(V,,V,F)] (T7.42.4A)
- 2iME MM (v, + V)

_il.a from (T7.40.5)
< (VE)V(T;))) (T7.42.5B)

k[(

+IMIMEN T,V 9, T (V. F,

Z
m- i

) (T7.42.7A)} from (T7.40.7)

~ i F) (v, v, 1] 5 (T7.42.8B)} from (T7.40.8)

In writing down (T7.42) we have omitted some terms which are triv-
ially zero. For example, the term (T7.42.2B) which arises when
MEQ2VY + V') acts on the coefficient of (T7.40.2) is zero since it in-
volves [V Jo which is zero. (In (T7.42) we have again used the convention
that a derivative operator acts only on those objects within its parenthesis
level.)

While we have used formal manipulations to arrive at the decomposition
(T7.42), the terms appearing on the right-hand side are all functions on
F~! (0) which have well-defined regularizations in the gauge theory case.
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Step 2. Proof that the primitive terms sum to zero. We will now show
that the terms (T7.42) sum to zero. (This is the rigorous version of (7.33).)

Derivation of the equations to be proved. Our derivation of the primitive
terms in Step 1 was tailor made to allow us to see why they group to zero.
We need only trace the decomposition given there backwards.

To begin, notice that the terms (T7.42.7A) and (T7.42.8B) arise from
the terms (T7.40.7) and (T7.40.8). These in turn arise from (T7.36.4),

which, because it contains a V;g to the right annihilates GIHS. We thus
expect:

(7.43) (T7.42.7A) + (T7.42.8B) = 0.

This is indeed the case, as we see below. Similarly, a glance at equa-
tions (T7.42) and (T7.40) show that the terms (T7.42.3A), (T7.42.4A),
(T7.42.4B), and (T7.42.5B) have their origins in the term (T7.36.3), which
also vanishes on GIHS. We thus expect (and prove below) that

(7.44)  (T7.42.3A) + (T7.42.4A) + (T7.42.4B) + (T7.42.5B) = 0.

The terms (T7.42.1A), (T7.42.1B), and (T7.42.2A) arise from (T7.40.1)
and (T7.40.2). These in turn arise from the first term on the right-hand
side of (7.35). Since [J, V;g] = 0 and 6% respects the group action,
the first term on the right side of (7.35) vanishes. Thus we expect to find
that (T7.42.1A), (T7.42.1B), and (T7.42.2A) sum to zero. In fact we shall
show that they vanish separately:

(7.45) (T7.42.1A) =0, (T7.42.1B)=0, (T7.42.2A)=0.

We will see that (T7.42.2A) = 0 follows from a simple symmetry argu-
ment. To prove explicitly that (T7.42.1A) and (T7.42.1B) vanish, we will
need to use (7.23) which was the crucial equation in proving that 5%
respects the group action.

Proving the equations. We now proceed with the proofs of the above
claims in terms of manipulations of Green’s functions.

Proof of (7.43). First recall that F, = T F, , so

z

Z & -m g .
(7.46) Vi F, = (VL' T, a)Fm+ (VL' Fm)TZ o

On F '1(0) the first term on the right in (7.46) vanishes. Thus (T7.42.7A)
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+ (T7.42.8B) equals

MIME | (—i(V] F ) T2 )V, V(1T )

(7.47) from (T7.42.8B) using (7.46)

+IT2 (Vo E)(V, V(TS H)

from (T7.42.7A)

Since V F, = VmF, , the two terms on the right-hand side of (7.47) cancel
and (7. 43) is proved.

Proof of (7.44). This is slightly more involved. Writing F, = szaFm
and substituting into (T7.42.5B) gives

~(T7.42.5B) = 2iML %! ((v£+ VY, F )TV, T, "

~ F(V,(T; >)<T<vk ™))

(T7.48.1) = 2iMZpE! ((v,. + VTV, T )
(T7.48.2) + MM (v, + V] )(V_Fm)> (Tzv,i T, )2,
(T7.48.3) ~ 2MUMEN T ) (v (T TV, T,

We now claim that
(T7.48.1) = (T7.42.4B), (T7.48.2) =(T7.42.4A),
(T7.48.3) = (T7.42.3A),

which immediately imply (7.44). The first equality of (7.49) is immediate.
For the second, we first note that on F -l (0),

(7.49)

M - 4 g
(7.50) (V,+VINVF,) =2V, V] F)+ (Y, ,F).
Substituting (7.50) into (T7.48.2) gives
(T7.48.2) = 2iM4M* (T, v, T,
(1.51) e Lt
x 2V, V] F,+ V,V F] = (T1.42.4A).

(For the last equality of (7.49), we observed that the m index in (T7.42.4A)
is in the G direction “for free”.)
The proof of the last equality of (7.49) is similar and (7.44) is proved.
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Proof of (7.45). To prove that (T7.42.1A) is zero we use a symmetry
argument:

(T7.42.1A) = — 2MY [M“(V&TZ)T—IIZm

z

odd under(/—m)

(7.52)
x [-2i(V V] F) ~ iV, V,F].

even under(/«m)

The odd symmetry of the first term in (7.52) is the identity (7.23) used in

proving that 5% respects the group action.
A similar argument involving (/ <« m) proves that (T7.42.1B)=0.
To complete the proof of (7.45) and hence Step 2, we prove that
(T7.42.2A) vanishes, also using a symmetry argument. On F “1(0) , We
have

(7.53) (T7.42.24) = -2M= 0% (v Fi)(sz F).

Now, VfFj is even under (k < j), and V?Fi is even under (i «~ [).

On the other hand because MY is a form, the combination MELMEL s
antisymmetric in the simultaneous interchanges (k < j), (i < [). Thus
(T7.42.2A) vanishes as claimed.

This completes the proof that the terms of (T7.42) sum to zero.

Step 3. Proof that the primitive terms sum to —|[&, ,(&,)],. Roughly
speaking, our demonstration that the primitive terms sum to —[&, (&)1,
is organized so that the splitting between the .# directions and the G
directions becomes increasingly apparent as the calculation progresses.

A preliminary decomposition of [@*F /\é’?]0 . We first regroup the prim-
itive terms so as to make the split up of derivatives into .# and Z direc-
tions more apparent. The grouping we want is motivated by the following
consideration. In Step 1, as a first step to obtaining the decomposition of
@° A@™ into primitive terms we expanded {V;? , @*P1 by first writing

V;? = (T, Iy jvf and arrived at (T7.40). As a consequence, the group

generators V;g ( with a group index a) appeared manifestly in the final
result. To make the .# and % directions more evident, we leave the J
index on the covariant derivative and instead write

(7.54) [Vf , O] = Mﬂ(z[vf VIV, + 1Y), [Vf A}
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Using the commutation relations (7.4), we then obtain

(T7.55.1) v)7, 6% =24 v, 7" )V, v,
(T7.55.2) - 2MEN(V,F)V,
(T7.55.3) + M)V,
(T7.55.4) — iMY(V, Y, F)).

This is the analog of (T7.40). We now apply M2V} +V,%) to (T7.55)
and extract the zeroth order piece of the resulting expression using (7.41)
in a manner similar to the derivation of equation (T7.40). We obtain (with
a similar labelling convention for the terms):

Al N
(T7.56.1B) = ~2iMEME (Y, + VIV, )NV F)
(T7.56.1A) +oMEME Y %m.)[—zz(viv:_’q) — i(V,,9,F)]
(T7.56.2A) 2MJM—-(V F)(V,F)
(T7.56.3A) - MJM—-(V v Z j)(v F)
(T7.56.4B) — iMIMA(v, + V] -)(v Vi)

These five terms must sum to the nine terms of (T7.40). In fact the
definition of the primitive terms in (T7.40) was arranged so that this fact
may be seen by a simple regrouping.

Proof that the primitive terms sum to the preliminary decomposition.
We have completed all the formal manipulations to motivate the proofs
of Step 3. All subsequent arguments will involve only manipulations with
explicit functions on F ™! (0.

To begin, we show that the five terms (T7.56) do sum to the nine terms
(T7.40). We need the following identities:

—-l\m
—v&%ﬂj =V, (T,T; )%,

(7.57.1) = (VTENT) + TEV, T,
(7.57.2) VLF, = (VENTT + (9,17 F,,
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YA AR CA R

j'z a

(7.57.3) — (VT (VT8 + (k= D],

(1.574)  V,V,F, = CAZ S o+ (v, T, )" SVIE) + (k= D]

(To obtain (7.57.3) we differentiate (7.57.1) and use v .V, T, = 0.)
Using these identities we easily obtain:

(T7.42.1B) + (T7.42.4B) = (T7.56.1B)
(T7.42.1A) + (T7.42.4A) = (T7.56.1A)

(T7.42.2A) = (T7.56.2A)
(T7.42.3A) + (T7.42.7A) = (T7.56.3A) (using (7.57.2))
(T7.42.5B) + (T7.42.8B) = (T7.56.4B) (using (7.57.4)).

(using (7.57.1))
(using (7.57.1))

(For (T7.56.4) we have also used V°F, = (V, + V¥)F, on F7'(0).)
These equalities prove that the terms of (T7.56) sum to those of (T7.42).

Proof that the preliminary decomposition sums to -0, ,(F,)],. To
show that the five terms of (T7.56) sum to —[&,, ,(F,)], we note first
an immediate simplification. The m index arising from the holomorphic
variations of fz’fmj in (T7.56.1A), (T7.56.1B), and (T7.56.3A) range only

over the .# directions. Since the m index of Vi lies in the G directions,
we conclude that

(T7.56.1B) =0, (T7.56.3A) =0, the first term of (T7.56.1A) = 0.

Recalling that (T7.42.2A) = 0, so that (T7.56.2A) = 0, we thus see that
(T7.56) takes the simplified form:

(T7.58.1) [@° A", = - 2iM4MM(VE%’mL.)(VmVLF£)
(T7.58.2) ~ iMHEakY V.V, F)

(T7.58.3) — iMLME(] AAN

The terms of (T7.58) allegedly sum to ~[&,, (F,)],. To show this,
we could at this point proceed completely algorithmically and expand all
derivatives in (T7.58) in terms of v* and V¥ and attempt to massage
what resulted. It is convenient, however, to first simplify the problem
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slightly. Using the commutation relations (7.4), we compute
~iMH VIV Y F) = - MM, v (VI F)
(7.59) +2M (VT2 )Y,V F)
+ MY,V ) (VA F).

The third term above vanishes on F ™' (0) . Substituting (7.59) into (T7.58),
we see that

(7.60) [6° A &)y = —iMIME (VY ))(V, + V])F)).

We are thus left with the task of massaging (7.60) into the function ‘
~(0,,,(F,)) . Consistent with the philosophy of Step 3, this is achieved by
making manifest the splitting into .# and G directions. The key identity

1S:
k! kl, M — A g M
MEY, v, = MEEYE V] VD)
(7.61) + M V] + v vl

ki M\ —F
=8, + MV, + VY]]

This is just the decomposition of @*? when acting on functions rather
than a section of &,

Substituting (7.61) into (7.60) gives
(T7.62.1)

[0° A&y = i6,, (ML, + V] )F)

(T7.62.2) ~ iMIME (v + VY (v + V] )E)).
But,
(7.63) (T7.62.1) = &), (iM2(V] ) ==8,,,(&)

Hence, to complete Step 3 and therefore the proof that [R(z’o) 0=0,
we need only show that (T7.62.2) = 0. We have that (T7.62.2) equals

&
1 F)

~iMIME | (v, + )V, + V(@

(7.64) w

M g 4
(Vi + VIV, V,+ VI IF .
LS S AT SRR S

(amn
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By symmetry, we may replace the operator labelled (I) above by a com-
mutator. Also, since derivatives of F} along .# vanish on F _1(0) , the
operator labelled (II) may be commuted all the way to the right and then
replaced by Vf . A little algebra (using the fact that & derivatives com-

mute) yields:
(T7.62.2) =0,

thus concluding the proof.

Appendix

We collect here some relevant formulas about Weyl-Kac characters. The
material here is only used in §5 and to specify some normalization con-
ventions used throughout the paper. We closely follow the exposition and
conventions of [26] (see also [13]).

Let G be a compact simple and simply connected group with maximal
torus 7 and Lie algebra g. The complexified Lie algebra of G decom-
poses under the action of T by conjugation as

(A.1) Ey ®ou0 (@ Ea> :

Here, E_ is the vector subspace on which T acts by the homomorphism

a: T~ S', and E, is the complexified Cartan subalgebra .. The
“roots” « occurring in this decomposition form a finite subset of the
character group T = Hom(T, S I). The nonzero roots may be divided
into positive and negative roots. An element a of T is determined by its
derivative & at the identity:

(A.2) a=e", aet =Hom(, R).

Identifying o and &, the space T is a lattice in ¢* (the weight lattice).

The root spaces E_, for o # 0, are one-dimensional and E, = F_a .
The Cartan subalgebra E; is r = Rank(G) dimensional. It is standard to
choose e € E_ such that the three vectors

(A.3) e, €cE, e =¢ c€E_,, h =-ile,,e_]€E,
satisfy the SU(2) commutation relations
(A.4) [h,,e]=2ie,, [h ,e_l=-2ie, [e, ,e_,]=ih,

The element 4 satisfies a(h_ ) = 2, and is called the coroot corresponding
to a. It lies in the group 7 = A® = Hom(S', T), which may be thought
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of as a lattice in ¢ (the coroot lattice). Since G is simply connected the
coroots s generate the lattice T.

The Weyl group W is the group of outer automorphisms of 7 which
are obtained by conjugating by elements of G. The group W preserves
the lattice 7 and permutes the roots in 7".

Since G is simple, all invariant inner products on g are proportional.
The basic inner product is defined by the condition that (4 _, h%) =2
for o, the highest root. For the representation ¢ of lowest weight 4, we
may define the inner product

(A.5) (t;, 1)y = —Tr(g(t,) #(2,)).

This is a positive integer, /(¢) , times the basic inner product. The quadrat-
ic Casimir of the representation ¢ is the operator —1/23° &(T,)é(T,),
where {T,} is any orthonormal basis of g relative to the basic inner
product. The quadratic Casimir acts as multiplication by a constant ¢(¢).
By taking traces we see that dim(G)I{(@) = 2c(¢)d(p), where d(¢) is the
dimension of the representation ¢. The quadratic Casimir is also given
by

(A.6) ¢, = 3(llA = pll = llpl).
Here the norm is taken in the basic inner product and p is the Weyl vector
1
(A7) p=3 Y a
a>0

The dual Coxeter number 4 is the quadratic Casimir of the adjoint rep-
resentation. In §5 we need the formula

(A.8) hlul® = —%Tradj(u u) =Y a(wa(u) foruet.
a>0

This follows by evaluating the trace in the e basis and observing that
[u,[u,e]]l=—-a(ua(ue, .

Loop groups. Let LG denote the loop group Map(S1 , &) with point-
wise multiplication. It has Lie algebra Lg = Map(Sl ,g). Let Lg =
Lg & R be a central extension by R of Lg, so that Lg = Lg & R with
the Lie bracket

(A9) [(61 > €1) s (62 s CZ)] = ([61 > 62]’ w(€1 s 62)) s

2n
wle,, €,) = %/0 <e1(0), %62(0)>d0.
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(Here (-, -) is an invariant inner product on G.) This is the most general
form of a central extension of Lg. The Lie algebra extension determined
by w corresponds to a group extension

(A.10) S' 5 iG-LG

if and only if w/27 represents an integral cohomology class in LG . This

is true if and only if (A, #_) is an even integer for each coroot 4, . For G

simple, the basic inner product is the smallest one satisfying this condition.
Let T denote the group of rigid rotations of S ', If we identify the Lie

algebra of T with R by a « af— , then the Lie algebra of the semidirect
product TxLG is R @ Lg with the bracket

(A.11) [(x,€), (x5, €)]= (0 [e;, 6,1+ x, ddg x2dd9 )

T x T is a maximal abelian subgroup of TXLG. If we let z € S’ then
the complexified Lie algebra of TxLG has the Fourier decomposition

(A.12) (C@t)® (@,utc?") ® (@Ez).

The pieces of this decomposition are indexed by homomorphisms & =
(n,a) from Tx T — st (called affine roots). Here « is a root of g and
neZ. Actingon (z, ™) e Tx T we have

(A.13) ezE(Z , eZniu) _ anZni(u,a) ’
where, as in (A.2), we have identified @ and its derivative. The affine root
@ is positive when
(A.14) n>0 or n=0and a>0.

The affine Weyl group W is the semidirect product of T and W.
Here, the elements of T are thought of as lying in LG and act by conju-
gation.

The Lie algebra of TXLG is R@® Lg & R, with the bracket given by
combining (A.9) and (A.11).

The Weyl-Kac character formula. The weights 2= (n, A, k) of TxLg
liein Zx T xZCRxt xR. An element W = wn for w € W and
n € T acts on the weights by

w(n, i, k)=(n,w(), k)
n(n, 2, k)= (n+ (4, )+ 3k|lnl>, 2+ kn, k).

Here ¢ and ¢* are identified using the inner product.

(A.15)
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Every irreducible representation has a unique lowest weight A. This
weight is antidominant, that is,

(A.16) KR <2, <0

for a any positive root. The integer k is called the level of the repre-
sentation. Equation (A.16) implies that there are only a finite number of
irreducible representations at each level. The isomorphism classes of irre-
ducible representations of TxLG are in one-to-one correspondence with
the antidominant weights.

The Weyl-Kac character formula gives an expression for the character

1=
v

of an irreducible representation. Here the sum is over all weights 7 in the
representation, counted according to multiplicity. The character formula
is

-1 -
(A17) 1= (1‘[(1 - e’a)) > (- e,

a>0 WEW,5

where /(w) is the number of positive roots & for which W& is negative
and p = (0, p, ~h). The product is over all positive roots counting
multiplicities. In particular, the root @ = (n, 0) is repeated r = Rank(G)
times.

Theta functions. In order to make contact with theta func_tions, we need
to make (A.17) more explicit. We write z € T as z = e>""", for 7 € R.
The formulas below make sense for 7 in the complex upper half plane;
we use them in this form in §5. Evaluated at (z, e™™*) € T x T, the
denominator in (A.17) is

H(T, u) = H(l _eia)(z’ e27ziu)

a>0
2ni{u, o)
= T -
(A.18) B
< H <(1 _ Zn)r H(l _ e27zi<u,a>zn)(1 _e—21ti<u,a>zn)> ]
n>0 a>0

Note that, for convenience in §5, the definition of Il(7, u) is chosen to
agree with that of [12], not [26].
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For the numerator of (A.17), we write the sum over W,z = WX T asa
sum over T followed by a sum over W. For W=wn, we W, ¢ T,
and A= (0, 4, k), we have

WA-P)+P=w(0,A-p,k+h)+(0, p, —h)
(A.19) = (M—p, n + §(k+h)llnl|2,

p+w(z—p>+(k+h>w(n>,k).
Thus,

(A20) ™D (5, Qi

— exp (2m‘r (m‘Th)nnuz FA-p, n)))
x exp 2ni((p+w(d —p)+ (kK + hHw

=exp(2ﬂi<(p’u) sl ))

X eXp (27zi(k +h) ( “w(n 1(<+h p)

+ <w(n) + Q%—_;Tp), u>>> ,

where we have used the invariance of ||- || under W .
And so,

2

Z ei(ﬁma-z)) (z e2niu)
((A.21)) net

_2mi(<p,u>—(t/2)A—pll*/2(k+h))
=e 0= py, ken(T> U)

where

(A22) 6 (t,u)=3 exp (inkr “a + %Hz + 27k (u, (a+ %)>) .

acT

To obtain (A.21) we have shifted the sum over T from 5 to w(7).
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Finally, substituting into (A.17), we obtain

2xi 2ni -1 I
Xi,k(e mr’ e nlu) = [(z, u) |:E (_1) (w)ew(l—p),k-i-h(t’ u)}
wew

X exp (Zni ((p, u) — Z(k;-#h)”}” - Pllz))

A.23 _
( : _ 0).—/),k+h(1’ u)
Iz, u)exp(-27i((p, u) — 7|G|/24))
(el e =4l
X eXp (27:11 ( T 2(k+h))) )
where
(A.24) 0, = > (=18, .

weW
For the second equality in (A.23), we have used the Freudenthal strange
formula:

2
(A.25) llpll"/2h = 1G|/24,
where |G| is the dimension of G.

The functions 0, x defined in (A.22) are theta functions for the torus
t x t/Ag x Ay with the symplectic structure and complex structure
w =21k C, d6,d6)
(A.26) . o

u=6,-16, i=1,.,r

Here (6{ , 6;) are real coordinates for tx ¢, C, ; is the matrix of the basic

inner product, and ¥ are holomorphic coordinates.

For consistency with [7], in §5 we shall actually use the characters of
highest weight representations at level k. If y is a highest weight, then
(A.27) X}I,{,'Zv'(ezm , e2niu) _ XI_..:t’.k(eZnir ’ eZni(—u)) ,
where XL'W' is the lowest weight character given above. It is easy to see
that O_y_p(r, —-u) = 0y+p(r, u) and that

(A.28) n(z, —w)e TP (g y)e P Llen,

So the highest weight character is

XH.W(eZnir eZniu) _ gy—+p,k+h(r> u)
7k ’ TI(z, w)e™ PP 1h=llprI Pk

ﬁ(f, u) — H(T, u)e_zﬂi(<l7,u>_T|G[/24)(_1)(|G['7)/2‘

(A.29)
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. HW. . .
Since x, , =1, we get the Macdonald identity:

(A.30) (z,u) =6, (1, ).

In §5, we also use the following facts.
(a) Differentiating (A.22) term by term we see that 6, , satisfies the
heat equation
0 1 ij @ 0 _
5t~ w7 ) Ok =
(b) The functions By,k are (up to a normalization independent of 7
and u ) orthonormal in the inner product

nk =2 *
<07,k’ 9y',k>(‘[’ u) = e:gHu ul| Oy,k(‘[, u) gy',k(T’ u),

(©,,6,) = | Td’ud’m;’”(el , 6,)(, u).
X
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