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Towards a Proof of the Fourier–Entropy Conjecture?

Esty Kelman∗ Guy Kindler† Noam Lifshitz‡ Dor Minzer§ Muli Safra¶

Abstract

The total influence of a function is a central notion in analysis of Boolean functions, and characteriz-

ing functions that have small total influence is one of the most fundamental questions associated with it.

The KKL theorem and the Friedgut junta theorem give a strong characterization of such functions when-

ever the bound on the total influence is o(logn). However, both results become useless when the total

influence of the function is ω(logn). The only case in which this logarithmic barrier has been broken

for an interesting class of functions was proved by Bourgain and Kalai, who focused on functions that

are symmetric under large enough subgroups of Sn.

In this paper, we build and improve on the techniques of the Bourgain-Kalai paper and establish

new concentration results on the Fourier spectrum of Boolean functions with small total influence. Our

results include:

1. A quantitative improvement of the Bourgain–Kalai result regarding the total influence of functions

that are transitively symmetric.

2. A slightly weaker version of the Fourier–Entropy Conjecture of Friedgut and Kalai. Our result

establishes new bounds on the Fourier entropy of a Boolean function f , as well as stronger bounds

on the Fourier entropy of low-degree parts of f . In particular, it implies that the Fourier spectrum

of a constant variance, Boolean function f is concentrated on 2O(I[f ] log I[f ]) characters, improving

an earlier result of Friedgut. Removing the log I[f ] factor would essentially resolve the Fourier–

Entropy Conjecture, as well as settle a conjecture of Mansour regarding the Fourier spectrum of

polynomial size DNF formulas.

Our concentration result for the Fourier spectrum of functions with small total influence also has new

implications in learning theory. More specifically, we conclude that the class of functions whose total

influence is at most K is agnostically learnable in time 2O(K logK) using membership queries. Thus, the

class of functions with total influence O(log n/ log logn) is agnostically learnable in poly(n) time.

1 Introduction

The field of Analysis of Boolean functions is by now an integral part of Theoretical Computer Science,

Combinatorics and Probability. Many basic results, such as the KKL Theorem [18] and the various junta

theorems [10, 5] have a wide range of applications including PCP constructions [16, 22, 9], metric non-

embeddability results [23], Extremal Combinatorics [8, 21] and many more.

Perhaps the most basic, non-trivial, question in the field is to characterize functions that have small total

influence. Throughout the paper, we will consider the Boolean hypercube {0, 1}n equipped with the uniform
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measure, 1 and in particular Boolean functions defined over it, i.e. f : {0, 1}n → {0, 1}. The influence of

the ith variable, Ii[f ], is the probability that f(x) 6= f(x⊕ ei) when we sample x according to the uniform

distribution. The total influence of f is the sum of all individual influences, i.e. I[f ] = I1[f ] + . . .+ In[f ].
What can be said about a function f with constant variance, that has small total influence, i.e. I[f ] 6 K?

One obvious example of such functions are K-juntas, i.e. functions f that depend on at most K variables.

Clearly, if f is a K-junta, then I[f ] 6 K . A better example, known as the Tribes function, was given by

Ben-Or and Linial [3], and it depends on eΩ(K) variables, all of which have the same influences. The KKL

Theorem and the Friedgut junta theorem state that in a sense, these are the worst possible examples. The

KKL Theorem [18] asserts that in this case, there must be a variable i with a large individual influence

of e−O(K). Friedgut [10] strengthened that result, showing that f in fact must essentially depend only on

eO(K) variables. We note that these results are very effective when K is thought of as constant, and remain

meaningful as long as K 6 ε log n. When K is, say, 100 log n, these results become completely trivial –

this is a well known barrier in analysis of Boolean functions, regarding which very little is known.

Sharp thresholds. Motivated by the study of sharp thresholds of graph properties, Bourgain and Kalai

[6] studied the above question for functions f : {0, 1}n → {0, 1} that are symmetric with respect to a

subgroup G ⊆ Sn.2 They showed that if the subgroup G is nice enough, then one has I[f ] = ω(log n) for

all functions f symmetric under G. More precisely, for each ε > 0 and subgroup G, Bourgain and Kalai

consider the parameter aε(G), defined to be smallest possible d such that the orbit of each S ⊆ [n] of size

d is at least of size ed
1+ε

. Using this parameter, Bourgain and Kalai prove that I[f ] > C(ε)aε(G)var(f),
for some C(ε) > 0. The class of subgroups for which this statement is useful includes symmetries of

graphs, hypergraphs, GL(n,Fq) and more. The latter result played an important part in a recent result in

coding theory, showing that Reed-Muller codes with constant rate achieve capacity over erasure channels

with random errors [25] (though by now, an alternative argument that bypasses the use of Bourgain-Kalai is

known [26]).

Learning theory. Proving strong structural results on Boolean functions with bounded total influence,

say at most 100 log n, if often times useful in designing learning algorithms for specific concept classes,

such as the class of polynomial size DNF formulas. In particular, it has long been known that a concept

class in which each function can be approximated by a sparse polynomial is learnable with membership

queries [12, 27]. More recently, it has been shown that such property is strong enough to imply learnability

in the presence of some errors, i.e. in the agnostic learning model [14]. We elaborate on the topic and on our

results along these lines in Section 1.3.1.

Percolation. Another motivation to develop tools bypassing the logarithmic barrier comes from perco-

lation theory. Kalai [19] asked whether there is a variant of the Bourgain-Kalai Theorem in which the

symmetry condition is relaxed to a weaker notion of regularity. His question was motivated by a problem in

percolation theory, in which one has a sequence of function fn (which is the indicator of the crossing event

in the 3-dimensional grid at the critical probability) and the goal is to prove good lower bounds on the total

influence of fn. More precisely, the goal is to prove that for every n one has I[fn] > an > 0, where the

sequence an satisfies that
∞∑
n=1

1
nan

converges (i.e. morally that an is slightly larger than log n). The class of

1Many of the statements we give have natural analogs for the p-biased measure.
2We say f is symmetric under a permutation π ∈ S, if f(x) = f(π(x)) for all x ∈ {0, 1}n, where π(x)i = xπ(i). We say f is

symmetric under a set of permutations G ⊆ Sn if it is symmetric under each π ∈ G.
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functions fn, however, does not have the symmetries required for the Bourgain-Kalai Theorem.

Our main result can be viewed as a variant of the Bourgain-Kalai Theorem that relaxes the symmetry

condition, and we prove it is enough that all low Fourier coefficients of f are small.

1.1 The Fourier–Entropy Conjecture

Another form of structural results on Boolean functions with I[f ] 6 K one may hope for, is that of con-

centration of the Fourier Spectrum only on a small number of characters. In other words, can we say that

except for a negligible mass, all Fourier weight of f is concentrated on few Fourier coefficients? Friedgut’s

theorem [10] (or rather, its proof) implies that except for negligible amount of mass, all Fourier weight of

f lies on at most eO(K2) Fourier coefficients; in general, this is the best bound known to date. Friedgut

and Kalai [11] conjectured that the actual answer should be eO(K); in fact, they propose the more refined

Fourier–Entropy Conjecture, stating that the Shannon-Entropy of the Fourier spectrum of a Boolean func-

tion (thought of as a distribution) is at most O(I[f ]). Here, the Fourier entropy of a function f is given

by H[f̂ ] =
∑

S⊆[n]

f̂(S)2 log(1/f̂(S)2). Despite significant efforts, progress towards the Fourier–Entropy

Conjecture has been slow, and it has been proved only for special classes of functions [7, 24, 30, 31, 33].

The min-entropy of the Fourier Spectrum of a function f is defined by H∞[f̂ ] = minS log(1/f̂ (S)2).
The Fourier–Min–Entropy Conjecture is a relaxation of the Fourier–Entropy Conjecture, stating that min-

entropy of the Fourier spectrum of a Boolean function is at most O(I[f ]). As the min-entropy of a dis-

tribution is always upper bounded by the Shannon-Entropy of a distribution, one sees that this conjecture

is strictly weaker. O’Donnell noted that for monotone functions (and more generally for unate functions),

this conjecture follows immediately from the KKL Theorem (while the Fourier–Entropy Conjecture is not

known for monotone functions). 3 Progress towards this conjecture has also been slow [1, 32].

1.2 Main results

Our main results are new bounds on the Fourier min-entropy and the Fourier entropy of a Boolean function

f : {0, 1}n → {0, 1}. It will be convenient to state them in terms of the normalized total influence of f , i.e.

Ĩ[f ] = I[f ]
var(f) . First, we show that the Fourier min-entropy Conjecture holds up to poly-logarithmic factor

in Ĩ [f ].

Theorem 1.1. There is C > 0, such that for any function f : {0, 1}n → {0, 1} there is a non-empty S ⊆ [n]

of size O(Ĩ[f ]) such that

∣∣∣f̂(S)
∣∣∣ > 2−C·|S| log(1+Ĩ [f ])

√
var(f) . In particular,

H∞[f ] 6 O
(
Ĩ[f ] log(1 + Ĩ[f ])

)
.

Our result is in fact stronger in several ways. First, we show that not only there exists a significant

Fourier coefficient for f , but in fact almost all the Fourier mass of f lies on such characters.

Theorem 1.2. For every η > 0, there exists C > 0, such that for all f : {0, 1}n → {0, 1} we have

∑

S

f̂(S)21|f̂(S)|62−C·Ĩ[f ] log(1+Ĩ[f ]) 6 η · var(f). (1)

3A function f : {0, 1}n → {0, 1} is said to be increasing (respectively decreasing) with respect to coordinate i, if for every

x ∈ {0, 1}n with xi = 0, it holds that f(x⊕ ei) > f(x) (respectively f(x⊕ ei) 6 f(x)). The function f is called monotone if it

is increasing along each i ∈ [n], and called unate if along each i ∈ [n] it is either increasing or decreasing.
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Second, we show that a slightly weaker version of the Fourier–Entropy Conjecture holds for the low-

degree parts of f . Here, the part of f of degree at most d is denoted by f6d and is defined to be the part of

the Fourier transform of f up to degree d (see Section 2 for a formal definition).

Theorem 1.3. There exists an absolute constant K > 0, such that for any D ∈ N and f : {0, 1}n → {0, 1}
we have that

H[f̂6D] 6 K
∑

|S|6D

|S| log(|S|+ 1)f̂(S)2 +K · I[f ].

Note that as I[f ] =
∑
S
|S| f̂(S)2, Theorem 1.3 just falls short of proving the Fourier entropy conjecture

by a factor of log(|S|). In the worst case, this factor may be as large as log(deg(f)), however for most

interesting functions the contribution of this logarithmic factor is typically much smaller. We also note that

a particularly interesting setting of D is D = 100·I[f ], since most of the Fourier mass of f lies on characters

S such that |S| 6 D and then the logarithmic factor contributes at most log(D).

The above results follow from our main technical result, Corollary 6.7, which may be of independent

interest. We remark that this project began with the goal of gaining a better understanding of the (notoriously

hard) Bourgain-Kalai paper, and explore the underlying idea that allowed them to bypass the logarithmic

barrier. Indeed, our proofs build and improve upon the ideas of Bourgain and Kalai, and in our view are

also considerably simpler. The core idea of the argument now boils down to a general statement that upper

bounds inner products 〈f, g〉 for a Boolean function f and a real-valued, low-degree function g, by their

Fourier coefficients, total influences and norms. This result could be thought of a successive series of

inequalities that improve each other, the first one of which is the KKL Theorem, and the proof of each

inequality uses the previous inequalities (formally, by induction). We defer a more detailed discussion of

our techniques and proofs to Section 4.1.

Remark 1.4. One can establish variants of Theorems 1.1, 1.2 and 1.3 for general real-valued functions

f : {0, 1}n → R. The proof goes along the same lines, except that the quantity I[f, g] considered throughout

the proof is redefined to be I[f, g] =
n∑

i=1
‖∂if‖1/42 ‖∂f‖1/24/3‖∂ig‖2.

1.3 Applications

1.3.1 Learning Theory

The Fourier–Entropy Conjecture is closely to related to the problem of learning functions in the membership

model. Intuitively, if a function has small Fourier Entropy, that that means that its Fourier transform is

concentrated on a few characters. In other words, it means that the function can be approximated by a sparse

polynomial, a class that is very important in the context of learning theory.

It is well-known that the class of functions approximated by sparse polynomials is learnable using mem-

bership queries [12, 27]. However, one may wonder if this class is learnable in the more challenging model

of agnostic learning.

The framework of agnostic learning was defined by Kearn et al.[20], who proposed it as a more realistic

version of the PAC-learning model. Indeed, it is aimed at capturing the intuition that often in the task of

learning a function, the data we see is in fact a noisy version of the actual data in the real world, and therefore

one cannot make very strong structural assumptions on it, but rather that it is close to a very structured object.

We formalize this notion next.
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A noteable example in this context is the class of polynomials-size DNF formulas, which is known to

be somewhat sparse (its Fourier spectrum is concentrated on at most on at most nO(log logn) characters) but

not enough

Let f : {0, 1}n → {0, 1} be an arbitrary Boolean function and let C ⊂ {g | g : {0, 1}n → {0, 1}} be a

concept class. Define optC(f) = minc∈C Prx∈{0,1}n [c(x) 6= f(x)], i.e. the distance of f from the concept

class C.

Definition 1.5. We say that C is agnostically learnable with queries with respect to the uniform distribution,

if there exists a randomized algorithm that given black box access to any f , runs in time poly(n, ε−1, log 1
δ )

and outputs a hypothesis h such that Prx∈{0,1}n [h(x) 6= f(x)] 6 optC(f) + ε with probability 1− δ.

Golpalan et al.[14] showed that every concept class that has sparse approximation is agnostically learn-

able (the running time depends on the sparsity of the approximation and other parameters).

Theorem 1.6 ([14], Theorem 16). Let t, ε > 0 and suppose C is a concept class such that for every c ∈ C,

there exists a p : {0, 1}n → R such that

1. The polynomial p is t-sparse, i.e.
∑
S

|p̂(S)| 6 t.

2. The polynomial p approximates c in ℓ1: Ex∈{0,1}n [|p(x)− c(x)|] 6 ε.

Then there exists a agnostic learning algorithm for C that runs in time poly(t, 1ε , n).

Combining this result with Theorem 1.2, we get the following corollary.

Corollary 1.7. For every ε > 0 and K ∈ N, the concept class C of functions whose total influence is at

most K is agnostically learnable in time poly
(
2Oε(K logK), 1ε , n

)

Indeed, given ε > 0 we apply Theorem 1.2 with η = ε2, and get the Fourier mass of f outside

S =
{
S |
∣∣∣f̂(S)

∣∣∣ > 2−CK logK
}

is at most ε2, for some C depending on ε. Therefore the polynomial p(x) =
∑
S∈S

f̂(S)χS(x) is close to f

in ℓ2, i.e. ‖f − p‖2 6 ε, and in particular ‖f − p‖1 6 ε. Secondly, since the sum of squares of Fourier

coefficients of f is at most 1, we have that |S| 6 22CK logK , and in particular p is t-sparse for t = 22CK logK .

Corollary 1.7 implies that as far as polynomial time algorithms are concerned, one can agnostically

learn the concept class of functions whose total influence is O
(

logn
log logn

)
. This just falls short of capturing

the class of polynomial size DNF formulas, which is known to be contained in the class of functions with

total influence O(log n). We remark that while learning algorithms for the class of polynomial size DNF’s

are known [17], no agnostic learner is known. Proving the Fourier Entropy Conjecture is a known avenue

towards achieving this goal [13], and we believe this avenue to be promising in light of our results. More

concretely, to achieve this goal it would be enough to “shave off” the logarithmic factor from Theorem 1.2

(which would also establish a conjecture of Mansour [28]).

1.3.2 Sharp thresholds

Theorem 1.1 can be used to prove a quantitatively improved, nearly tight Bourgain-Kalai-like Theorem. For

example, it implies that graph properties with constant variance have total influence at least Ω
(

log2 n
(log logn)2

)
.

It is also strong enough to imply polynomial lower bound on the total influence of a function f , provided its

group symmetries is large enough. See Section 7.4 for more details.
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Organization. In Section 2 we give standard tools and notions from discrete Fourier analysis. In Section 3

we present two important ideas that are used in the proof of our main results. In Section 4 we state and prove

a basic version of our main technical result, Theorem 4.1 and Corollary 4.2. In Section 5 we give a first

improvement over Theorem 4.1, namely Theorem 5.2 and Corollary 5.4, and in Section 6 we give a further

improvement of that result, namely Theorem 6.6 and Corollary 6.7 Finally, in Section 7 we deduce several

corollaries, including Theorems 1.1, 1.2 and 1.3.

2 Preliminaries

In this section we describe the basics of Fourier analysis over the hypercube that will be needed in this paper

(see [29] for a more systematic treatment).

Notations. We denote [n] = {1, . . . , n}. Throughout the paper, log x is the natural logarithm of x.

2.1 Fourier analysis on the hypercube

Consider the hypercube {0, 1}n along with the uniform measure µ, and consider real-valued functions

f : {0, 1}n → R equipped with the inner product 〈f, g〉 = Ex∼µ [f(x)g(x)]. The set {χS}S⊆[n], where

χS = (−1)

∑
i∈S

xi

is the well-known Fourier basis that forms an orthonormal basis with respect to our inner

product, thus one can expand any f : {0, 1}n → R as

f(x) =
∑

S⊆[n]

f̂(S)χS(x), where f̂(S) = 〈f, χS〉.

The degree of a function f is deg(f) = max
S:f̂(S)6=0

|S|. Since {χS} is an orthogonal system, we have the

Parseval/ Plancherel equality.

Fact 2.1. For any f, g : {0, 1}n → R we have that 〈f, g〉 = ∑
S⊆[n]

f̂(S)ĝ(S).

2.2 Restrictions, derivatives and influences

Given a function f : {0, 1}n → R, a set of variables S ⊆ [n] and z ∈ {0, 1}S , the restricted function fS→z

is the function from {0, 1}[n]\S to R resulting from fixing S’s coordinates in x to be z. If S is a singleton

{i}, we will denote this restriction by fi→z.

Definition 2.2. The discrete derivative of f : {0, 1}n → R in direction i is a function ∂if : {0, 1}n\[i] → R

defined by ∂if(x) =
1
2 (fi→0(x)− fi→1(x)).

More generally, for a set of variables T ⊆ [n], the derivative of f with respect to T is ∂T f : {0, 1}[n]\T →
R is defined by iteratively applying the derivative operator on f for each i ∈ T . Alternatively,

∂T f(x) = 2−|T | ∑

z∈{0,1}T
(−1)|z|fT→z(x).

The Fourier expansion of ∂T f(x) is
∑
S⊇T

f̂(S)χS\T (x).

The following definition generalizes the notion of influences to real-valued functions. We remark that

for Boolean functions, it differs by a factor of 4 from the definition given in the introduction (this is done

only for convenience).
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Definition 2.3. Let f : {0, 1}n → R be a function. The influence of a variable i ∈ [n] is given by Ii[f ] =

‖∂if‖22, and the total influence of f is defined to be I[f ] =
n∑

i=1
Ii[f ].

The generalized influence of a set S ⊆ [n] on f : {0, 1}n → R is IS [f ] = ‖∂Sf‖22.

Using the Fourier expression for ∂T f and Parseval, we see that IT [f ] =
∑
S⊇T

f̂(S)2. In particular, using this

formula for T ’s that are singletons and summing, one gets that the total influences of f can be written as

I[f ] =
∑
S

|S| f̂(S)2.

Low-degree part and low-degree influences. For f : {0, 1}n → R and d 6 n, we define the degree at

most d part of f , f6d, to be

f6d(x) =
∑

|S|6d

f̂(S)χS(x).

Using the Fourier formula for the total influence and Parseval, one sees that I[f6d] 6 d‖f‖22, and hence there

are at most d
τ variables i that have Ii[f

6d] > τ‖f‖22. A similar property holds for generalized low-degree

influences of f .

Fact 2.4. For any v 6 d and f : {0, 1}n → R, one has that
∑

|T |6v

IT [f
6d] 6 2dv‖f‖22.

Proof. Using the Fourier formula for IS [f
6d], the left hand side is equal to

∑

|T |6v

IT [f
6d] =

∑

|T |6v

∑

|S|6d
S⊇T

f̂(S)2 =
∑

|S|6d

f̂(S)2
∑

T⊆S
|T |6v

1.

Fix S. The inner summation is equal to the number of subsets of S of size at most v, hence it is equal to
(|S|

0

)
+ . . . +

( |S|
min(v,|S|)

)
6

v∑
k=0

|S|k
k! . If v 6 1, then this sum is at most 2dv , and if v > 1, we may upper

bound the sum by 1 + d+
v∑

k=2

|S|k
k! 6 1 + d+ dv

∞∑
k=2

1
k! = 1 + d+ dv(e− 2) 6 2dv .

2.3 Random restrictions

Let f : {0, 1}n → R be a function, and I ⊆ [n]. A random restriction of f on I is the function fI→z

where we sample z uniformly from {0, 1}I . In our applications we will usually have two functions,

f, g : {0, 1}n → R and we will consider the effect of the same random restriction of them. For exam-

ple, it is easy to show that for any I ⊆ [n], the expected inner product of 〈fI→z, gI→z〉 over z ∈R {0, 1}I is

equal to 〈f, g〉. Another quantity associated with f, g that we will consider is the cross-total-influence.

Definition 2.5. For any f, g : {0, 1}n → R and i ∈ [n], we define the cross-influence along direction i to be

Ii[f, g] =
√

Ii[f ]Ii[g]. The cross-total-influence of f, g is given by I[f, g] =
n∑

i=1
Ii[f, g].

By Cauchy-Schwarz, one always has that I[f, g] 6
√

I[f ]I[g]. The quantity I[f, g] though will be

easier for us to work with inductively, and the following property will be useful for us.
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Lemma 2.6. For any f, g : {0, 1}n → R and I ⊆ [n], we have that

E
z∈{0,1}I

[I[fI→z, gI→z]] 6
∑

i 6∈I
Ii[f, g].

Proof. By definition, the left hand side is equal to

E
z∈{0,1}I


∑

i∈I

√
Ii[fI→z] ·

√
Ii[gI→z]


 =

∑

i∈I
E

z∈{0,1}I

[√
Ii[fI→z] ·

√
Ii[gI→z]

]

6
∑

i∈I

√
E

z∈{0,1}I
[Ii[fI→z]] ·

√
E

z∈{0,1}I
[Ii[gI→z]]

=
∑

i∈I

√
Ii[f ]

√
Ii[g],

where the second transition is by Cauchy-Schwarz.

We will also need the following fact about Fourier coefficients of random restrictions.

Lemma 2.7. For any g : {0, 1}n → R, I ⊆ [n] and S ⊆ I we have that

E
z∈{0,1}I

[
ĝJ→z(S)

2
]
=

∑

T :T∩I=S

ĝ(T )2.

Proof. The Fourier coefficient of S in gJ→z is
∑
T⊆I

ĝ(S ∪ T )χT (z). Thinking of the latter as a function of z

and using Parseval’s equality, we get that the expectation of its square is equal to
∑
T⊆I

ĝ(S ∪ T )2.

2.4 Hypercontractivity

We will need the hypercontractive inequality [2, 4, 15], which states that for q > 2, the q-norm and 2-norm

of degree-d functions is comparable up to exponential factor in d.

Theorem 2.8. If f : {0, 1}n → R is a function of degree at most d, and q > 2, then ‖f‖q 6 (q−1)d/2‖f‖2.

3 Restrictions, partitions and degree reductions

In this section we state several lemmas that will be helpful in the proof of Theorem 1.1, and we start by

describing the basic motivation.

Using hypercontractivity (Theorem 2.8) incurs a loss of exponential factor in the degree of the function

it is applied on. This exponential-factor loss is in fact the bottleneck in KKL and Friedgut’s Theorems. It is

ultimately the reason it is hard to bypass the logarithmic barrier. Therefore one may search for methods by

which the degree of a function could be reduced prior to applying hypercontractivity.

One natural idea is to consider random restrictions: if we pick I ⊆ [n] randomly by including each

element with probability 1
2 in it and restrict variables outside I , then the degree of f shrinks by a factor of

2 – at least if we are willing to discard characters of small total mass from it. Another point that is often

8



useful, is that this allows one to view the given function f as f(y, z), where y ∈ {0, 1}I , z ∈ {0, 1}Ī and

the degree of f on each one of y, z (separately) is at most d/2.

Sometimes, it is necessary to get a degree reduction by more than a constant factor. One can certainly

decrease the size of the set of live variables I , however this introduces asymmetry between I and Ī , and thus

we may not enjoy any reduction on Ī . The idea of random partition remedies this situation. To get a degree

reduction by factor m, we may consider a random partition of [n] into m disjoint sets, i.e. [n] = I1 ·∪. . . ·∪Im
generated by including every i ∈ [n] in each one of them with equal probability. We show that under mild

conditions on d and m, given a function f there is a partition of [n] into m parts and a function f ′ close to f
in ℓ2, such that the restrictions of f ′ to each one of the parts, (f ′)Īj→z, is of degree (roughly) at most d/m.

3.1 Random partitions

Recall that a function f : {0, 1}n → R is called degree-d homogenous if all Fourier characters in its support

have size exactly d, and we would like to generalize it to functions that are “almost” degree d-homogenous.

We say that S ⊆ [n] is of size d within factor α if αd 6 |S| 6 d, and often write it succinctly by |S| ∼ d (α
will be clear from the context).

Definition 3.1. A function f : {0, 1}n → R is called (α, d)-almost-homogenous if all Fourier characters

χS in its support satisfy αd 6 |S| 6 d.

Definition 3.2. A partition of [n] into m parts is I = (I1, . . . , Im), where I1, . . . , Im are pairwise disjoint

sets that cover [n].

As discussed earlier, a random partition into m parts is constructed by starting out with I1 = . . . =
Im = ∅, and then for each i ∈ [n] choosing the part Ij to which we add i uniformly among the m-parts.

The following claim asserts that if S is of size roughly d, and we choose a random partition I , then with

high probability |S ∩ Ij| is roughly of size d/m for all j ∈ [m] (for technical reasons, since the definition

of “almost-homogenous” allows for α to enter only in the lower bound on S, we allow for a slack of (1+ ε)
factor in the size too).

Lemma 3.3. Let m,d ∈ N and ε, α ∈ (0, 1). If S ⊆ [n] is of size d within factor α, then

Pr
I=(I1,...,Im)

[S ∩ Ij is of size (1 + ε)d/m within factor (1− 2ε)α] > 1− 2e−
ε2|S|
3m .

Proof. Let I = (I1, . . . , Im) be a random partition of [n] into m parts, and for each i ∈ [n] and j ∈ [m]
denote by 1i∈Ij the indicator function of the event that i is in Ij . Thus, for each j ∈ [m] we may write

the random variable |S ∩ Ij | as a sum of independent random variables
∑
i∈S

1i∈Ij . Note that by linearity of

expectation, we have that its expectation is |S| /m, and we use Chernoff’s bound to argue it is close to its

expectation with high probability.

More precisely, using Chernoff’s inequality for indicator random variables we have that

Pr
I

[∣∣∣∣|S ∩ Ij| −
|S|
m

∣∣∣∣ > ε
|S|
m

]
6 2e−

ε2|S|
3m ,

and therefore by the Union Bound the probability
∣∣∣|S ∩ Ij | − |S|

m

∣∣∣ > ε |S|m for some j ∈ [m] is at most m

times that.
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Next, we use the above lemma to prove that if f is almost d-homogenous, and we take a random partition

I , then on each one of the parts Ij , f is almost d/m-homogenous, provided we are willing to discard

characters of small total mass from the Fourier transform of f .

More formally, let α, ε ∈ (0, 1) and d ∈ N be parameters, and let I = (I1, . . . , Im) be a partition of [n].
We denote by G(I) the set of all S ⊆ [n] such that |S| ∼ d, and S ∩ Ij is of size (1 + ε)d/m within factor

(1 − 2ε)α for all j ∈ [m]. In this language, the previous lemma states that provided that d is large enough

in comparison to m, for each S of size d within factor α we have that PrI [S ∈ G(I)] is close to 1.

Corollary 3.4. Let m,d ∈ N, α, ε ∈ (0, 1), and let f, g : {0, 1}n → R be functions such that g is (α, d)-
almost-homogenous. Then there is a partition I = (I1, . . . , Im) such that

∑

S∈G(I)

∣∣∣f̂(S)ĝ(S)
∣∣∣ >

(
1− 2me−

ε2αd
3m

) ∑

S⊆[n]

∣∣∣f̂(S)ĝ(S)
∣∣∣ .

Proof. We choose a partition I randomly, and lower bound the expectation of the right hand side. Let

1S∈G(I) be the indicator random variable of S being in G(I). By Lemma 3.3, we have E
[
1S∈G(I)

]
>

1− 2me−
ε2αd
3m for each S in the support of ĝ, and therefore

E
I


 ∑

S∈G(I)

∣∣∣f̂(S)ĝ(S)
∣∣∣


 =

∑

S⊆[n]

∣∣∣f̂(S)ĝ(S)
∣∣∣E
I

[
1S∈G(I)

]
>

(
1− 2me−

ε2αd
2m

) ∑

S⊆[n]

∣∣∣f̂(S)ĝ(S)
∣∣∣ .

In particular, there exists a choice of I for which the expression under the expectation on the left hand side

is at least the right hand side.

3.2 Exchanging maximums and expectations

We next discuss a tool that goes in handy with partitions. Let f : {0, 1}n → R, let I ⊆ [n] and consider

the Fourier coefficients of the restricted function, i.e. for each S ⊆ I consider hS : {0, 1}Ī → R defined by

hS(x) = f̂Ī→x(S). Recall that we are using restrictions (or more generally partitions) as a way to decrease

the degree of the function, but eventually we want to transfer the information we got on the restrictions back

to information about f . For example, if the bound we proved involves 2-norms of the Fourier coefficients of

the restrictions, i.e. of hS’s, then a corresponding bound using Fourier coefficients of f can be established

by Lemma 2.7. The bound however could depend on the functions hS in a more involved way, e.g. on other

ℓp-norms of them, in which case one can often get effective bounds using hypercontractivity.

Since we are interested in the min-entropy of a function f (e.g. for Theorem 1.1), we will naturally wish

to understand the maximum Fourier coefficient after restriction as a function of x, maxS hS(x), and relate

it to some parameters of f . We do that in Lemma 3.5.

Generalizing the above discussion, let h1, . . . , hk : {0, 1}n → R be functions of low-degree, and con-

sider the following two quantities. The first one is Ex∼µmaxi hi(x)
2, and in the second quantity we inter-

change the order of these two operations, i.e. maxi Ex∼µ hi(x)
2. Note that for every x and j we have that

maxi hi(x)
2 > hj(x)

2. Taking an expectation of this inequality over x ∼ µ, and then maximum over j
establishes that the first quantity is always larger than the second quantity. The following lemma asserts that

these two quantities are polynomially related, provided that the expected value of
k∑

i=1
hi(x)

2 is constant.
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Lemma 3.5. If h1, h2, . . . , hk : {0, 1}n → R are all of degree at most d, then

E
x

[
max
i∈[k]

hi(x)
2

]
6 3d max

i∈[k]
‖hi‖2

(
E
x

[
k∑

i=1

hi(x)
2

])1/2

.

Proof. Note that for all x, we have that maxi∈[k] hi(x)
2 6

(
k∑

i=1
hi(x)

4

)1/2

, and it will be more convenient

for us to upper bound the expectation of the latter function. By Jensen’s inequality, its expectation is at most

(
E
x

[
k∑

i=1

hi(x)
4

]) 1
2

=

(
k∑

i=1

E
x

[
hi(x)

4
]
) 1

2

. (2)

Using Theorem 2.8, we may upper bound Ex

[
hi(x)

4
]

by 9d · Ex

[
hi(x)

2
]2

, and thus

(2) 6 3d


∑

i∈[k]
E
x

[
hi(x)

2
]2



1
2

6 3d


max

i∈[k]
E
x

[
hi(x)

2
]∑

i∈[k]
E
x

[
hi(x)

2
]



1
2

,

and using the definition of 2-norm completes the proof.

4 A basic version of our main technical result

In this section, we state and prove Theorem 4.1 and Corollary 4.2, which are basic, less quantitatively

efficient forms of our main technical result. We find it natural though to present them along with the slightly

more natural argument, and encourage the reader to read this section before moving on to Section 5.

4.1 Proof idea

Before we prove (or even state) our main technical result, we begin with an informal overview of the idea.

We start with presenting the (one-line) proof of the KKL Theorem. Let f : {0, 1}n → {0, 1}, d ∈ N, and

g = f6d − f̂(∅); we have that:

〈f, g〉 6
n∑

i=1

〈∂if, ∂i(f6d)〉 6
n∑

i=1

‖∂if‖4/3‖∂i(f6d)‖4 6
√
3
d

n∑

i=1

‖∂if‖4/3‖∂i(f6d)‖2

6 2
√
3
d
I[f ]max

i
Ii[f

6d]1/4,

where in the second inequality we used Hölder’s inequality and in the third inequality we used Theorem 2.8.

In the last inequality, we upper bounded ‖∂i(f6d)‖2 by ‖∂if‖1/22 · ‖∂i(f6d)‖1/22 = Ii[f ]
1/4‖∂i(f6d)‖1/22 ,

and used the Booleanity of f to bound ‖∂if‖4/3 6 2Ii[f ]
3/4. Hence, this inequality gives us very good

bounds on the weight f has on its low-degrees, provided that all of its low degree influences are small. This

raises two questions:

1. What bounds could be proved if we know that there are only few influential variables?

11



2. Can we improve on this bound if we know stronger information about f , e.g. that its generalized

low-degree influences, IS [f
6d], are all very small?

For the first question, a standard bound proceeds by handling characters S that consist only of influential

variables separately (similar to Lemma 4.3 below). In essence, the bound says that if there are at most T
variables with influence at least δ, then there are at most T d characters consisting only of these influential

variables, and one gets the bound T d maxS

∣∣∣f̂(S)ĝ(S)
∣∣∣+

√
3
d
I[f ]δ1/4, which in this case is just

T dmax
S

f̂(S)2 +
√
3
d
I[f ]δ1/4. (3)

The second question is more interesting, and the obvious naive attempt one may first have quickly

fails.4 One key insight in [6], is that a better way to use the information on generalized influence is by

relating them to Fourier coefficients of random restrictions (and importantly, to something slightly stronger,

see Lemma 2.7). For a function f : {0, 1}n → {0, 1}, a set I ⊆ [n] and a subset S ⊆ I , the expected

Fourier coefficient squared, f̂I→z(S)
2, is at most IS [f ]; also, the degree of a random restriction (roughly

speaking) of f6d is significantly smaller than d. Thus, by first applying a random restriction, and then using

inequality 3 (the “KKL bound”), one may expect to get a meaningful bound for the second question above

— this is indeed the case. An important technical point is that one may “switch” the order of maximum and

expectation in this argument, which is where Lemma 3.5 comes in handy.

The above argument gives a stronger bound than inequality (3), provided all of the generalized influence

of f (of some order) are very small; this is very much analogous to the KKL Theorem we started with!

Again, the following question arises: can we base on this result a similar bound to inequality (3) in case

we know f only has a few noticeable generalized influences? This is next step in the argument, and is

established in a similar manner to the way we established inequality (3).

The final statement, Theorem 4.1 below, is the outcome of applying this idea inductively. There are

several technical points omitted from the above description that need to be taken into account to make it

precise. To get a strong enough statement, the set of live variables I should be chosen randomly, but at the

same time the degree of f6d under random restrictions has to decrease. While this can probably be done, it

is likely to be messy, and we bypass it by using random-partitions from Section 3.1. We then discard from

the Fourier expansion of f6d characters S that remain large with respect to one of the parts (and argue they

do not contribute too much to 〈f, f6d〉). Note that after discarding, it will no longer be true that we are

working with a function and its low degree part, so to facilitate induction we work with the two-function

version of the problem instead. We then look at each part Ij of the partition I , consider random restrictions

of the discarded version of the low-degree part of f and apply the induction hypothesis on them (note that

these restrictions also decrease the degree of the function considerably, as the partition I is picked according

to Corollary 3.4). A slightly more detailed overview of the inductive step is given in Section 4.4.

4.2 Statement of the main technical result

In this section, we prove our main technical result. In the following statement, we have ε > 0, and an

increasing sequence of integers d0, . . . , dk , and we will be interested in S that are of size dk within factor

α; it will be convenient for us to write it more succinctly as |S| ∼ dk.

4Namely, the attempt is to run the proof of the KKL theorem with the generalized derivatives instead of standard derivatives.

This fails since the sum of the generalized derivatives in general may be much higher than the total influence: if we consider say,

order v derivatives, then a character S would be counted by
(|S|

v

)

generalized influences.
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In the statement below, one should think of g (roughly) as f6d, and the goal is to prove that if f has no

large Fourier coefficients, then 〈f, g〉 = o(‖f‖22), hence f is concentrated on high degrees and in particular

I[f ] > (1− o(1))d‖f‖22. The more general statement with general g is crucial for the inductive proof to go

through (as hinted in the overview above).

Theorem 4.1. Let k ∈ N, α, ε ∈ (0, 1), let d0, d1, . . . , dk be an increasing sequence such that d0 = 1 and

for each 3 6 j 6 k we have dj−1 >
3

αε2(1−2ε)k
log(4(1 + ε)dj/dj−1), and let 0 < δk 6 . . . 6 δ1. Then

there are C1, C2, C3 specified below, such that the following holds.

If f : {0, 1}n → {0, 1} is a Boolean function, and g : {0, 1}n → R is (α, dk)-almost-homogenous, then

〈f, g〉 6 C1 · max
|S|∼dk

∣∣∣f̂(S)ĝ(S)
∣∣∣+ C2 · I[f, g] + C3 · ‖g‖2‖f‖2. (4)

C1 = 2kd
(1+ε)dk
k

(
2
δk

) (1+ε)dk
dk−1 , C2 = 2kδ

1
8
1 3

d1
4 , C3 = 2k(1+ε)kdk

∑k−1
j=1 d

(1+ε)dj
j

(
2
δj

) (1+ε)dj
dj−1

√
3
dj+1

δ
1
4
j+1.

The amount of parameters in the above statement, as well as the formulas for C1, C2, C3, make the

above statement incomprehensible; this form is very convenient for the inductive proof to go through. Once

it has been established, one can make a particular choice of the parameters that is typically useful, yielding

the following corollary.

Corollary 4.2. Let α ∈ (0, 1), ε ∈ (0, 1/2) and let d ∈ N, δ > 0 be such that dε > 100
αε log d and δ 6 2−4dε .

If f : {0, 1}n → {0, 1} is a Boolean function, and g : {0, 1}n → R is (α, d)-almost-homogenous, then

〈f, g〉 6 δ−2O(1/ε)d · max
|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣+ 2O(1/ε)δ1/40 · I[f, g] + 2O(1/ε)δd

ε · ‖g‖2‖f‖2.

Proof. Assume 1/ε is an integer (otherwise we may replace ε with some ε′ such that ε 6 ε′ 6 2ε for which

1/ε′ is an integer), and set k = 1
ε . Choose dj = dj/k for all i = 0, 1, . . . , k, and note that by the lower

bound on d, we have dj−1 >
3

αε2(1−2ε)k
log(4(1 + ε)dj/dj−1) for all j > 3. Next, we choose δ1 = δ and

δj+1 = δ80d
ε

j for all j > 1. We apply Theorem 4.1 with these parameters to upper bound 〈f, g〉, and get

that 〈f, g〉 6 C1 max|S|∼dk

∣∣∣f̂(S)ĝ(S)
∣∣∣+C2 · I[f, g] +C3 · ‖g‖2‖f‖2 for C1, C2, C3 as in the statement of

Theorem 4.1, and next we give simpler upper bounds on C1, C2, C3 for our specific choice of parameters.

Unraveling the definition of δj+1, we see that δj+1 = δ(80d
ε)j , therefore C1 6 dO(d)δ−exp(O(1/ε))d, and

since δ 6 2−dε 6 2− log d = 1/d, we get that the dO(d) factor can be absorbed into the second factor. For

C2, we see that C2 6 2O(1/ε)δ1/83d
ε/4 6 2O(1/ε)δ1/40 using the upper bound on δ. Finally, for C3, consider

the jth summand; note that d
dj
j 6 2dj log d 6 2djd

ε
= 2dj+1 , and that δ

1/4
j+1 6 δ20d

ε

j . Thus,

C3 6 2k(1 + ε)kd

k−1∑

j=1

12dj+1δ16d
ε

j 6 2k(1 + ε)kd

k−1∑

j=1

12d
(j+1)ε

δ16d
jε

6 2k(1 + ε)kd

k−1∑

j=1

δ8d
jε
,

where in the last inequality we used the fact that δ 6 2−dε . We bound the sum by k times the maximum

summand and get that C3 6 2O(1/ε)dδ8d
ε
6 2O(1/ε)δd

ε
.
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4.3 Base case

The base case k = 1 of Theorem 4.1 is an easy consequence of Lemma 4.3 below.

Lemma 4.3. Let f : {0, 1}n → {0, 1} be a Boolean function and let g : {0, 1}n → R be of degree at most

d. Then for all δ > 0 we have that

〈f, g〉 6
(
d

δ

)d

max
∣∣∣f̂(S)ĝ(S)

∣∣∣+ 2 · δ1/83d/4I[f, g].

Proof. Note that without loss of generality, we may assume that for every S, the signs of the coefficients of

S in f and g are the same: indeed, for any other S we may change the sign of ĝ(S), leave the right hand

side unchanged and only increase the left hand side (as evident from Parseval/ Plancherel).

Denote by Inf[f ] the set of variables i such that Ii[f
6d] > δ. Writing 〈f, g〉 =∑

S
f̂(S)ĝ(S), we partition

the sum on the right hand side to S ⊆ Inf[f ] (i.e. only contain variables with high low-degree influence),

and the rest. Clearly, we have

〈f, g〉 =
∑

S

f̂(S)ĝ(S) 6
∑

S⊆Inf[f ]

f̂(S)ĝ(S)

︸ ︷︷ ︸
(I)

+
∑

i 6∈Inf[f ]

∑

S∋i
f̂(S)ĝ(S)

︸ ︷︷ ︸
(II)

.

Note that |Inf[f ]| 6 d
δ , so the total number of summands in (I) is at most

(
d
δ

)d
, and we get that

(I) 6

(
d

δ

)d

max
S

f̂(S)ĝ(S).

We now proceed to upper bound (II) for each i separately. Fix i 6∈ Inf[f ]. Since the sum is only

supported on S of size at most d, we may replace f̂(S) in that sum with f̂6d(S) and not change it. Hence,

we get that

(II) = 〈∂if6d, ∂ig〉,
and using the Cauchy-Schwarz inequality (II) is upper bounded by ‖∂if6d‖2‖∂ig‖2. We wish to upper

bound the first multiplicand further, and for that we note that ‖∂if6d‖22 = 〈∂if6d, ∂if
6d〉 = 〈∂if6d, ∂if〉

and then use Hölder’s inequality with powers (4, 4/3) to get that

〈∂if6d, ∂if〉 6 ‖∂if6d‖4‖∂if‖4/3 6
√
3
d‖∂if6d‖2‖∂if‖4/3,

where in the last inequality we used Theorem 2.8. Since i 6∈ Inf[f ], we have that ‖∂if6d‖2 6 δ1/4 ·
‖∂if6d‖1/22 , which by Parseval is at most δ1/4 ·Ii[f ]1/4. To upper bound ‖∂if‖4/3, as ∂if is {0, 1/2,−1/2}-

valued, we have that ‖∂if‖4/3 6 2Ii[f ]
3/4. Combining the two bounds and taking square root, we get that

‖∂if6d‖2 6 2 · 3d/4δ1/8Ii[f ]1/2, and therefore (II) 6 2 · 3d/4δ 1
8‖∂if‖2‖∂ig‖2.

4.4 Proof of inductive step

In this section, we prove Theorem 4.1 by induction on k. The base case k = 1 follows from Lemma 4.3,

noting that since in our case g is (α, d1)-almost-homogenous, the maximum could be restricted to |S| ∼ d1.

Let k > 1, assume the statement holds for all j < k and prove it for k. To simplify notation, we

recall that by |S| ∼ dk we mean that αdk 6 |S| 6 dk; also, for j 6 k − 1, we say that |S| ∼ dj if

(1− 2ε)αdj 6 |S| 6 dj .
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Proof overview of the inductive step. Let f, g be functions as in the statement of the theorem, and con-

sider a partition I = (I1, . . . , Im) into m = dk/dk−1 parts as in Lemma 3.3; this partition could be thought

of as random. We discard from g characters χS for which |S ∩ Ij| ≫ dk−1 for some j ∈ [m]. Thus, thinking

of g as a function of only one of the parts, say Ij , its degree is at most dk−1. Our goal is to charge S’s that

contribute to 〈f, g〉 =∑
S
f̂(S)ĝ(S) to the various random restrictions fĪj→z, gĪj→z for j ∈ [m], where z is

a random setting outside the coordinates of Ij , and bound the contribution to the random restrictions using

the induction hypothesis.

As hinted earlier, if all of the generalized influences of g corresponding to subsets of Ij are small, then

the induction hypothesis allows us to establish a good on bound 〈f, g〉 by writing it as Ez

[
〈fĪj→z, gĪj→z〉

]
.

To see that, we focus on the most problematic term that arises from the induction hypothesis involving the

maximum over Fourier coefficients (the rest are significantly easier to handle), i.e.

E
z∈{0,1}Īj

[
max
S

∣∣∣f̂Īj→z(S)ĝĪj→z(S)
∣∣∣
]
.

To prove a good upper bound on this term, one uses Cauchy-Schwarz and then Lemma 3.5 to exchange the

maximum and expectation, which results in a bound depending on the generalized influences of g.

However, g could of course have large generalized influences on Ij . Thus, we take gj to be the part

of the Fourier transform of g that consists only of characters χS for which S ∩ Ij has small generalized

influences (if for some S we have that S ∩ Ij is non-influential for more than a single j, we choose one such

j arbitrary and include χS in gj). Thus, we are able to upper bound 〈f, gj〉 successfully using the above

strategy. Subsequently we can decompose g as
∑

j∈[m]

gj + E, where E consists of characters χS for which

S ∩ Ij is influential for all j ∈ [m]. The task then amounts to upper bounding 〈f,E〉, and for that we use

the crude upper bound
∣∣∣supp(Ê)

∣∣∣maxS

∣∣∣f̂(S)Ê(S)
∣∣∣, which is sufficient (using Fact 2.4 to upper bound the

size of the support of Ê).

We now move on to the formal proof.

Formal proof. As before, we may assume without loss of generality that for all Fourier coefficients S, the

signs of f̂(S) and ĝ(S) are the same.

Using Corollary 3.4 with m = (1+ε) dk
dk−1

, d = dk, α and ε we may find a partition I as in the corollary;

let G(I) be the set of all S ⊆ [n] such that for all j ∈ [m], S ∩ Ij is of size (1 + ε)dk/m = dk−1 within

factor (1− 2ε)α.

Define g̃ : {0, 1}n → R by g̃ =
∑

S∈G(I) ĝ(S)χS . In terms of g̃, Corollary 3.4 amounts to saying that

〈f, g̃〉 >
(
1− 2me−

ε2αd
3m

)
〈f, g〉,

and by the condition relating dk and dk−1 we get that the factor on the right hand side is at least 1
2 , and

therefore 〈f, g〉 6 2〈f, g̃〉 so it is enough to upper bound the inner product of f and g̃.

Let T be the set of T ⊆ [n] of size dk−1 within factor (1 − ε)α that have large generalized influence in

g̃, i.e. such that IT [g̃] > δk‖g̃‖22. Since g̃ has degree at most dk, by Fact 2.4 we get that

∑

|T |∼dk−1

IT [g̃] 6
∑

|T |6dk−1

IT [g̃] 6 2d
dk−1

k ‖g‖22,
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hence |T | 6 2d
dk−1
k
δk

. Writing 〈f, g̃〉 = ∑
S
f̂(S)̂̃g(S), we partition the sum on the right hand side into two

parts: (I) those S that satisfy that S ∩ Ij is in T for all j ∈ [m], and (II) those S such that S ∩ Ij is not in

T for some j ∈ [m]. Denote by Sj the set of S such that S ∩ Ij 6∈ T , and by B the set of S that are outside

S1 ∪ . . . ∪ Sm. Then we have

〈f, g̃〉 6
∑

S∈B
f̂(S)̂̃g(S)

︸ ︷︷ ︸
(I)

+

m∑

j=1

∑

S∈Sj

f̂(S)̂̃g(S)
︸ ︷︷ ︸

(II)

, (5)

and we upper bound each sum separately.

Upper bounding (I). Clearly, (I) is at most |B| ·max|S|∼dk f̂(S)
̂̃g(S) (as the sum is only supported on

|S| ∼ dk by the condition on g). To bound the size of B, note that the map S → (S ∩ I1, . . . , S ∩ Im) is a

bijection from B to T m, hence we have that

|B| 6 |T |m 6

(
2d

dk−1

k

δk

)m

= d
(1+ε)dk
k

(
2

δk

) (1+ε)dk
dk−1

6
1

2
C1(k).

Therefore, the contribution from (I) is upper bounded by the first term on the right hand side in (4). Thus,

to complete the proof, it is enough to upper bound the contribution from (II) by the other two terms in the

right hand side of (4), and to do so we use the induction hypothesis.

Upper bounding (II). We upper bound the sum corresponding to each j ∈ [m] separately. Fix j, write

J = ∪j′ 6=jIj′ , and g̃j =
∑

S∈Sj

̂̃g(S)χS . Note that

E
z
[〈fJ→z, (g̃j)J→z〉] = 〈f, g̃j〉 =

∑

S∈Sj

f̂(S)̂̃g(S),

and therefore to upper bound (II) it is enough to upper bound the inner product of random restrictions of

f and g̃j on J . We note that the important point here is that these restrictions lower the degree of g̃j from

∼ dk to ∼ dk−1 (since it is only supported on S such that |S ∩ Ij| ∼ dk−1), and hence we expect to get

useful information from the inductive hypothesis on these restrictions.

More precisely, note that for every z ∈ {0, 1}J the function fJ→z is Boolean and the function (g̃j)J→z

is ((1 − 2ε)α, dk−1)-approximately homogenous. Therefore, we may apply the induction hypothesis with

parameters k − 1, (1− 2ε)α, ε, d0, . . . , dk−1 and δk−1, . . . , δ1 on these functions, to get that

〈fJ→z, (g̃j)J→z〉 6 C1(k − 1) max
|S|∼dk−1

∣∣∣f̂J→z(S)
∣∣∣
∣∣∣ ̂(g̃j)J→z(S)

∣∣∣
︸ ︷︷ ︸

(III)

+C2(k − 1) I[fJ→z, (g̃j)J→z]︸ ︷︷ ︸
(IV )

+ C3(k − 1) ‖(g̃j)J→z‖2‖fJ→z‖2︸ ︷︷ ︸
(V )

. (6)
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Here again, we denote

C1(r) = 2r · d(1+ε)dr
r

(
2

δr

) (1+ε)dr
dr−1

, C2(r) = 2r · δ
1
8
1 3

d1
4 ,

C3(r) = 2r(1 + ε)rdr

r−1∑

ℓ=1

d
(1+ε)dℓ
ℓ

(
2

δℓ

) (1+ε)dℓ
dℓ−1 √

3
dℓ+1

δ
1
4
ℓ+1,

and we wish to upper bound the expectation of the left hand side. We bound each one of them separately.

Upper bounding the contribution of (V ). By Cauchy-Schwarz we have that

E
z
[(V )] = E

z
[‖(g̃j)J→z‖2‖fJ→z‖2] 6

√
E
z

[
‖(g̃j)J→z‖22

]
E
z

[
‖fJ→z‖22

]
= ‖g̃j‖2‖f‖2 6 ‖g‖2‖f‖2.

Upper bounding the contribution of (IV ). Using Lemma 2.6, we have that

E
z
[(IV )] = E

z
[I[fJ→z, (g̃j)J→z]] 6

∑

i 6∈J
Ii[f, g̃j] 6

∑

i∈Ij
Ii[f, g],

where we used the fact that Ii[g̃j ] 6 Ii[g] (that follows from Parseval’s equality).

Upper bounding the contribution of (III). To upper bound the expectation of (III), we first use

Cauchy-Schwarz inequality to see that

E
z
[(III)] 6

√
E
z

[
max

|S|∼dk−1

f̂J→z(S)2
]√

E
z

[
max

|S|∼dk−1

̂(g̃j)J→z(S)2
]
.

For each z and each |S| ∼ dk−1, by Parseval we have that f̂J→z(S)
2 6 ‖fJ→z‖22, hence, the first multipli-

cand is bounded by ‖f‖2.

For the second multiplicand we appeal to Lemma 3.5: let us think of the indices therein as being subsets

S, and define hS(z) = ̂(g̃j)J→z(S); note that since g is of degree at most dk, we get that each hS also has

degree at most dk. Thus, applying Lemma 3.5 we get that

E
z

[
max
S

hS(z)
2

]
6 3dk max

S
‖hS‖2

(
E
z

[∑

S

hS(z)
2

])1/2

.

Note that by Parseval,

E
z

[∑

S

hS(z)
2

]
= E

z

[
‖(g̃j)J→z‖22

]
= ‖g̃j‖22 6 ‖g‖22,

and therefore we conclude that Eα [(III)] 6
√
3
dk‖g‖1/22 ‖f‖2maxS ‖hS‖1/22 . Fix S that attains this max-

imum; using Lemma 2.7, we see that ‖hS‖22 =
∑

T :T∩Ij=S

̂̃gj(T )2. Note that if S ∈ T , then the above sum

would be empty (since we do not include a character T in g̃j if T ∩ Ij has large generalized influence

in g), and the sum would be 0. Hence we may assume that S 6∈ T , and therefore this sum is at most

IS [g] 6 δk‖g‖22. Combining, we get that Eα [(III)] 6
√
3
dkδ

1/4
k ‖g‖2‖f‖2.
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Combining the bounds for (III), (IV ), (V ). Plugging the bounds into (6) and summing over j ∈ [m],
we get that

(II) =

m∑

j=1

E
z
[〈fJ→z, (g̃j)J→z〉] 6 m·C1(k−1)

√
3
dk
δ
1/4
k ‖g‖2+C2(k−1)I[f, g]+m·C3(k−1)‖g‖2‖f‖2.

Consider the first and the third terms on the right hand side. Note that

m · C1(k − 1)
√
3
dk
δ
1/4
k +m · C3(k − 1) 6

1

2
C3(k),

as well as that C2(k − 1) = 1
2C2(k). Therefore the above inequality implies that (II) 6 1

2C2(k)I[f, g] +
1
2C3(k)‖g‖2‖f‖2. Plugging this, as well as the bound we have on (I), into (5), we get that

〈f, g̃〉 6 1

2
C1(k) max

|S|∼dk
f̂(S)̂̃g(S) + 1

2
C2(k)I[f, g] +

1

2
C3(k)‖g‖2‖f‖2,

and since 〈f, g〉 6 2〈f, g̃〉, the proof of the inductive step is complete.

5 Improving the result

In this section, we prove quantitatively stronger forms of Theorem 4.1 and Corollary 4.2. We will assume

some familiarity with the material presented in Sections 3, and 4 and encourage the reader to go over them

before proceeding to the current section.

5.1 A variant of Lemma 3.5

We begin by proving the following variant of Lemma 3.5, which is the source of the improvement. The set-

up one should have in mind is the following: we have a Boolean function f (whose degree is not necessarily

small), a low-degree function g, and a set of variables J ⊆ [n]. The functions hi are the Fourier coefficients

of gJ→x, and the functions h′i are Fourier coefficients of fJ→x. I.e. we think of the indices i as subsets

S ⊆ J̄ , and have hS(z) = ĝJ→z(S), h
′
S(z) = f̂J→z(S). We remark that hS play the same role as in

Lemma 3.5, whereas h′S did not appear there.

Lemma 5.1. Let d ∈ N. Let h1, h2, . . . , hk : {0, 1}n → R be of degree at most d, and h′1, . . . , h
′
k : {0, 1}n →

R. Then

E
x



(

k∑

i=1

∣∣h′i(x)
∣∣ 43 |hi(x)|

4
3

) 3
4


 6 3d max

i
(‖hi‖2‖h′i‖2)

1
4 ·
(
E
x

[
k∑

i=1

h′i(x)
2

]
E
x

[
k∑

i=1

hi(x)
2

]) 3
8

.

Proof. By Jensen’s inequality, the left hand side is at most

(
E
x

[
k∑

i=1

∣∣h′i(x)
∣∣ 43 |hi(x)|

4
3

]) 3
4

=

(
k∑

i=1

E
x

[∣∣h′i(x)
∣∣ 43 |hi(x)|

4
3

]) 3
4

. (7)

By Hölder’s inequality, we have that

E
x

[∣∣h′i(x)
∣∣ 43 |hi(x)|

4
3

]
6 E

x

[
h′i(x)

2
] 2
3E
x

[
hi(x)

4
] 1
3 = ‖h′i‖

4
3
2 ‖hi‖

4
3
4 ,
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Using Theorem 2.8 we have ‖hi‖4 6 3d/2‖hi‖2. Thus, we get that

E
x

[∣∣h′i(x)
∣∣ 43 |hi(x)|

4
3

]
6 3d‖hi‖

4
3
2 ‖h′i‖

4
3
2 ,

and plugging this that into (7) yields that

(7) 6 3d


∑

i∈[k]
‖hi‖

4
3
2 ‖h′i‖

4
3
2




3
4

6 3d max
i

(‖hi‖2‖h′i‖2)
1
4


∑

i∈[k]
‖hi‖2‖h′i‖2




3
4

,

The result now follows from the Cauchy-Schwarz inequality.

5.2 The improved statement

The following statement is an improved form of Theorem 4.1. Specifically the bound we have on C1 and C3

is much better. Roughly speaking, the most costly terms in C3 are (2/δj)
(1+ε)dj/4dj−1 , so to make it small

one must choose δj+1 ∼ δ
(1+ε)3dj/dj−1

j . This should be compared to Theorem 4.1, in which we are forced

to pick δj+1 ∼ δ
4dj/dj−1

j if we want C3 to be small; this factor of 4 in the exponent quickly blows up and

becomes exponential in k, which forces us to take moderate k since otherwise C1 would be large.

Theorem 5.2. Let k ∈ N, α, ε ∈ (0, 1), let d0, d1, . . . , dk be an increasing sequence such that d0 = 1 and

for each 2 6 j 6 k we have dj−1 >
3

αε2(1−2ε)k
log(4(1 + ε)dj/dj−1), and let 0 < δk 6 . . . 6 δ1. Then

there are C1, C2, C3 specified below, such that the following holds.

If f : {0, 1}n → {0, 1} is a Boolean function, and g : {0, 1}n → R is (α, dk)-almost-homogenous, then

〈f, g〉 6 C1 ·


 ∑

|S|∼dk

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43




3
4

+C2 · I[f, g] +C3 · ‖g‖2‖f‖2. (8)

For k = 1, we have C1 =
(
d1
δ1

) 1
4
d1

, C2 = 2·δ
1
8
1 3

d1
4 and C3 = 0. For k > 1, we have C1 = 2k

(
2
δk

) 1+ε
4

dk
dk−1 ,

C2 = 2kδ
1
8
1 3

d1
4 , and C3 = 2k(1 + ε)kdk

((
d1
δ1

) 1
4
d1
δ

1
4
2 +

∑k−1
j=2

(
2
δj

) 1+ε
4

dj
dj−1 3dj+1δ

1
4
j+1

)
.

As before, the complicated-looking form of the statement stems from the inductive proof. Later, we pick

a convenient setting of the parameters in Corollary 5.4, from which the improvement over Corollary 4.2 is

more apparent.

5.2.1 Base case

The base case k = 1 of Theorem 5.2 is an easy consequence of Lemma 5.3 below.

Lemma 5.3. Let f : {0, 1}n → {0, 1} be a Boolean function and let g : {0, 1}n → R be of degree at most

d. Then for all δ > 0 we have that

〈f, g〉 6
(
d

δ

) 1
4
d
(∑

S

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43

)3
4

+ 2 · δ1/83d/4I[f, g].
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Proof. Note that without loss of generality, we may assume that for every S, the signs of the coefficients of

S in f and g are the same: indeed, for any other S we may change the sign of ĝ(S), leave the right hand

side unchanged and only increase the left hand side (as evident from Parseval/ Plancherel).

Denote by Inf[f ] the set of variables i such that Ii[f
6d] > δ. Writing 〈f, g〉 =∑

S
f̂(S)ĝ(S), we partition

the sum on the right hand side to S ⊆ Inf[f ] (i.e. only contain variables with high low-degree influence),

and the rest. Clearly, we have

〈f, g〉 =
∑

S

f̂(S)ĝ(S) 6
∑

S⊆Inf[f ]

f̂(S)ĝ(S)

︸ ︷︷ ︸
(I)

+
∑

i 6∈Inf[f ]

∑

S∋i
f̂(S)ĝ(S)

︸ ︷︷ ︸
(II)

.

Note that |Inf[f ]| 6 d
δ , so the total number of summands in (I) is at most

(
d
δ

)d
, and we get by Hölder’s

inequality that

(I) 6

(
d

δ

) d
4

(∑

S

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43

) 3
4

.

The bound on (II) is identical to the bound on (II) in the proof of Lemma 4.3.

5.2.2 Proof of inductive step

Let k > 1, assume the statement holds for all j < k and prove it for k. To simplify notation, we recall that by

|S| ∼ dk we mean that αdk 6 |S| 6 dk; also, for j 6 k−1, we say that |S| ∼ dj if (1−2ε)αdj 6 |S| 6 dj .

The proof below is the same as the proof in Section 4.4 with two modifications: we sieve out the g to

get the functions g̃j more carefully so as to make sure the generalized influences of g as well as of f arising

in the argument would be small, and use Lemma 5.1 instead of Lemma 3.5.

Proof. As before, by flipping signs of the Fourier coefficients of g if necessary, we may assume without loss

of generality that for all S, the signs of f̂(S) and ĝ(S) are the same.

Using Corollary 3.4 with m = (1+ε) dk
dk−1

, d = dk, α and ε we may find a partition I as in the corollary;

let G(I) be the set of all S ⊆ [n] such that for all j ∈ [m], S ∩ Ij is of size (1 + ε)dk/m = dk−1 within

factor (1− 2ε)α.

Define g̃ : {0, 1}n → R by g̃ =
∑

S∈G(I) ĝ(S)χS . In terms of g̃, Corollary 3.4 amounts to saying that

〈f, g̃〉 >
(
1− 2me−

ε2αd
3m

)
〈f, g〉,

and by the condition relating dk and dk−1 we get that the factor on the right hand side is at least 1
2 , and

therefore 〈f, g〉 6 2〈f, g̃〉 so it is enough to upper bound the inner product of f and g̃.

For each j ∈ [m] and T ⊆ Ij , denote IT,Ij [g̃]
def
=

∑
S:S∩IJ=T

̂̃g(S)2, and similarly define IT,Ij [f ]
def
=

∑
S:S∩IJ=T

f̂(S)2. Let Tj be the collection of all sets T ⊆ Ij such either IT,Ij [f ] > δk‖f‖22 or IT,Ij [g̃] >

δk‖g̃‖22. Note that ∑

T⊆Ij

IT,Ij [g̃] =
∑

S

g̃2(S) = ‖g̃‖22,
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hence g̃ contributes at most 1/δk sets T to Tj; similarly, f also contributes at most 1/δk sets T to Tj , and

hence |Tj| 6 2
δk

. Writing 〈f, g̃〉 =∑
S
f̂(S)̂̃g(S), we partition the sum on the right hand side into two parts:

(I) those S that satisfy that S ∩ Ij is in Tj for all j ∈ [m], and (II) those S such that S ∩ Ij is not in Tj
for some j ∈ [m]. Denote by Sj the set of S such that S ∩ Ij 6∈ Tj , and by B the set of S that are outside

S1 ∪ . . . ∪ Sm. Then we have

〈f, g̃〉 6
∑

S∈B
f̂(S)̂̃g(S)

︸ ︷︷ ︸
(I)

+

m∑

j=1

∑

S∈Sj

f̂(S)̂̃g(S)
︸ ︷︷ ︸

(II)

, (9)

and we upper bound each sum separately.

Upper bounding (I). Note that since g is almost homogenous, we get that (I) is only supported on

|S| ∼ dk. Therefore, using Hölder’s inequality, (I) is at most |B|14 ·
(∑

|S|∼dk

∣∣∣f̂(S)
∣∣∣
4
3
∣∣∣̂̃g(S)

∣∣∣
4
3

) 3
4

. To

bound the size of B, note that the map S → (S ∩ I1, . . . , S ∩ Im) is a bijection from B to T1 × . . . × Tm,

hence we have that

|B|14 6

(
m∏

i=1

|Ti|
) 1

4

=

(
2

δk

)m· 1
4

=

(
2

δk

) 1+ε
4

dk
dk−1

6
1

2
C1(k).

Therefore, the contribution from (I) is upper bounded by the first term on the right hand side in (15). Thus,

to complete the proof, it is enough to upper bound the contribution from (II) by the other two terms in the

right hand side of (15), and to do so we use the induction hypothesis.

Upper bounding (II). We upper bound the sum corresponding to each j ∈ [m] separately. Fix j, write

J = ∪j′ 6=jIj′ , and g̃j =
∑

S∈Sj

̂̃g(S)χS . Note that

E
z
[〈fJ→z, (g̃j)J→z〉] = 〈f, g̃j〉 =

∑

S∈Sj

f̂(S)̂̃g(S),

and therefore to upper bound (II) it is enough to upper bound the inner product of random restrictions of

f and g̃j on J . We note that the important point here is that these restrictions lower the degree of g̃j from

∼ dk to ∼ dk−1 (since it is only supported on S such that |S ∩ Ij| ∼ dk−1), and hence we expect to get

useful information from the inductive hypothesis on these restrictions.

More precisely, note that for every z ∈ {0, 1}J the function fJ→z is Boolean and the function (g̃j)J→z

is ((1 − 2ε)α, dk−1)-approximately homogenous. Therefore, we may apply the induction hypothesis with

parameters k − 1, (1− 2ε)α, ε, d0, . . . , dk−1 and δk−1, . . . , δ1 on these functions, to get that

〈fJ→z, (g̃j)J→z〉 6 C1(k − 1)


 ∑

|S|∼dk−1

∣∣∣f̂J→z(S)
∣∣∣
4
3
∣∣∣ ̂(g̃j)J→z(S)

∣∣∣
4
3




3
4

︸ ︷︷ ︸
(III)

+C2(k − 1) I[fJ→z, (g̃j)J→z]︸ ︷︷ ︸
(IV )

+ C3(k − 1) ‖(g̃j)J→z‖2‖fJ→z‖2︸ ︷︷ ︸
(V )

. (10)
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Here again, we denote C1(k−1), C2(k−1), C3(k−1) the expressions from Theorem 15 when k is replaced

by k − 1, and we wish to upper bound the expectation of the left hand side. We bound the expectation of

each term separately.

Upper bounding the contribution of (V ). By Cauchy-Schwarz we have

E
z
[(V )] = E

z
[‖(g̃j)J→z‖2‖fJ→z‖2] 6

√
E
z

[
‖(g̃j)J→z‖22

]
E
z

[
‖fJ→z‖22

]
,

which is equal to ‖g̃‖2‖f‖2 6 ‖g‖2‖f‖2.

Upper bounding the contribution of (IV ). Using Lemma 2.6, we have that

E
z
[(IV )] = E

z
[I[fJ→z, (g̃j)J→z]] 6

∑

i 6∈J
Ii[f, g̃j] 6

∑

i∈Ij
Ii[f, g],

where we used the fact that Ii[g̃j ] 6 Ii[g] (that follows from Parseval’s equality).

Upper bounding the contribution of (III). We use Lemma 5.1 to upper bound the expectation of (III).

Let us think of the indices therein as being subsets S, and define h′S(z) = f̂J→z(S) as well as hS(z) =
̂(g̃j)J→z(S). Since g̃j is of degree at most dk, we get that hS is of degree at most dk.

By Lemma 5.1 we get that

E
z





 ∑

|S|∼dk−1

|hS(z)|
4
3
∣∣h′S(z)

∣∣ 43



3
4


 6 3dk max

|S|∼dk−1

(
‖hS‖2‖h′S‖2

) 1
4 ·
(
E
z

[∑

S

h′S(z)
2

]
E
z

[∑

S

hS(z)
2

]) 3
8

.

Note that by Parseval,

E
z

[∑

S

hS(z)
2

]
= E

z

[
‖(g̃j)J→z‖22

]
= ‖g̃j‖22 6 ‖g‖22,

and similarly Ez

[∑
S
h′S(z)

2

]
6 ‖f‖22. Therefore we conclude that

E
z
[(III)] 6 3dk max

|S|∼dk−1

(
‖hS‖2‖h′S‖2

) 1
4 (‖f‖2‖g‖2)

3
4 .

Fix S that attains this maximum; using Lemma 2.7, we see that ‖hS‖22 =
∑

T :T∩Ij=S

̂̃gj(T )2, which is the

same as IS,Ij [g̃]. Note that if S ∈ Tj , then the above sum would be empty (since we do not include a

character T in g̃j if T ∩ Ij ∈ Tj), and therefore its value would be 0. Hence we may assume that S 6∈ Tj ,
and thus we get that IS,Ij [g] 6 δk‖g‖22 and IS,Ij [f ] 6 δk‖f‖22. Combining, we get that

E
z
[(III)] 6 3dkδ

1
4
k ‖g‖2‖f‖2.
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Combining the bounds for (III), (IV ), (V ). Plugging the bounds into (10) and summing over j ∈ [m],
we get that

(II) =
m∑

j=1

E
z
[〈fJ→z, (g̃j)J→z〉] 6m · C1(k − 1)3dkδ

1
4
k ‖g‖2‖f‖2

+ C2(k − 1)I[f, g] +m · C3(k − 1)‖g‖2‖f‖2. (11)

Consider the first and the third terms on the right hand side. Note that

m · C1(k − 1)3dkδ
1
4
k +m · C3(k − 1) 6

1

2
C3(k),

as well as that C2(k − 1) = 1
2C2(k). Therefore the above inequality implies that

(II) 6
1

2
C2(k)I[f, g] +

1

2
C3(k)‖g‖2‖f‖2.

Plugging this, as well as the bound we have on (I), into (9), we get that

〈f, g̃〉 6 1

2
C1(k)


 ∑

|S|∼dk

∣∣∣f̂(S)
∣∣∣
4
3
∣∣∣̂̃g(S)

∣∣∣
4
3




3
4

+
1

2
C2(k)I[f, g] +

1

2
C3(k)‖g‖2‖f‖2,

and since 〈f, g〉 6 2〈f, g̃〉, the proof of the inductive step is complete.

5.3 A convenient setting of the parameters

Corollary 5.4. Let α ∈ (0, 1), ε ∈ (0, 1/2) and let d ∈ N, δ > 0 be such that dε > 100
αε log d and δ 6

2−
16
ε
dε . If f : {0, 1}n → {0, 1} is a Boolean function, and g : {0, 1}n → R is (α, d)-almost-homogenous,

then

〈f, g〉 6 δ−6d · ‖f‖
3
4
2 ‖g‖

3
4
2 · max

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
4
+ δ1/16 · I[f, g] + δ · ‖f‖2‖g‖2.

Proof. Assume 1/ε is an integer (otherwise we may replace ε with some ε′ such that ε 6 ε′ 6 2ε for which

1/ε′ is an integer), and set k = 1
ε . Choose dj = dj/k for all j = 0, 1, . . . , k, and note that by the lower

bound on d, we have dj−1 >
3

αε2(1−2ε)k
log(4(1 + ε)dj/dj−1) for all j > 2. Next, we choose δ1 = δ and

δj+1 = δ
(1+ε)2dε

j for all j > 1. We apply Theorem 5.2 with these parameters to upper bound 〈f, g〉, and get

that

〈f, g〉 6 C1


 ∑

|S|∼dk

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43




3
4

+ C2 · I[f, g] + C3 · ‖g‖2‖f‖2

for C1, C2, C3 as in the statement of Theorem 5.2. For the first term observe that

∑

|S|∼dk

∣∣∣f̂(S)ĝ(S)
∣∣∣
4
3
6 max

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
3
∑

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣ 6 max

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
3

√∑

S

f̂(S)2
∑

S

ĝ(S)2,

where the last inequality is by Cauchy-Schwarz. By Parseval, this is equal to max
|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
3 ‖f‖2‖g‖2.

Next, we give simpler upper bounds on C1, C2, C3 for our specific choice of parameters.
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Unraveling the definition of δj+1, we see that δj+1 = δ(1+ε)2jdjε , therefore C1 6 2k · 2dε · δ− 1
2
(1+ε)2kd,

and since k = 1
ε , we get that the (1 + ε)2k 6 e2 6 9; using that and the fact that 2d

ε
6 δ−d/2 we conclude

that C1 6 2kδ−5d 6 δ−6d, where in the last inequality we used δ−1 > 2d
ε
> 21/ε = 2k.

Claim 5.5. C3 6 δ.

Proof. We upper bound each one of the summands in the definition of C3 separately. Fix 2 6 j 6 k − 1;

by the definition of δj+1 we have have that the jth summand is

(
2

δj

)1+ε
4

dε

3dj+1δ
1
4
j+1 =

(
2

δj

) 1+ε
4

dε

3dj+1δ
(1+ε)2

4
dε

j 6 6dj+1δ
ε
4
dε

j 6 6dj+1δ
ε
4
djε .

Since dj+1 = d(j+1)ε and by the upper bound we have on δ, we get that this is at most δ
ε
16

djε 6 δ2, where

we used εdjε > εdε > 100.

For j = 1, the corresponding summand is

(
dε

δ1

)1
4
dε

δ
1
4
2 =

d
1
4
εdε

δ
1
4
dε

1

δ
(1+ε)2

4
dε

1 6 d
1
2
εdεδ

1
2
εdε = (dδ)

1
2
εdε

6 δ
1
4
εdε

6 δ2.

In the fourth transition, we used the upper bound on δ and the lower bound on dε that imply δ 6 2−dε 6

2−100 log d = d−100, and in particular dδ 6 δ1/2. In the last transition we used εdε > 100.

Combining the bounds for all j’s we get that C3 6 2k(1 + ε)kd · k · δ2. Now, to see that this is at most

δ simply note that (1 + ε)k 6 e and δ 6 2−8dε 6 2−8 log d/ε 6
ε2−1/ε

e·d = 2−k

k·e·d .

Finally, for C2 note that 3d1/4 6 2d
ε/2, 2k 6 2d

ε
and δ

1/16
1 6 2−dε/ε 6 2−2dε , and so C2 6 δ1/16.

6 A further improvement of the result

Corollary 5.4 from the last section can be used to established a quantitatively weaker forms of Theo-

rems 1.1, 1.2 and 1.3, where the logarithmic factor log(1 + Ĩ[f ]) is to be replaced by poly(log(1 + Ĩ[f ]))
(the proof is similar to the proofs we present in Section 7). In this section, we first explain the reason for

this quantitative inefficiency, and then show how to improve on it. The overall idea and technique and very

similar to what we have done so far, and we will focus on the places in which the arguments differ.

Let us inspect Corollary 5.4 closely. First, we note that a good way to use this corollary is for example

to show that the total mass of f on a given level contributed from small Fourier coefficients, e.g.

∑

|S|=d

f̂(S)21|f̂(S)|6ξ

for some appropriate ξ, is small. To do that, one defines g =
∑

|S|=d

f̂(S)1|f̂(S)|6ξ
χS , and notes that the above

mass is simply 〈f, g〉. The goal here to pick as large ξ as possible, while still being to prove that 〈f, g〉 is

small (this type of problem naturally arises when one is trying to upper bound entropies as we will see in

Section 7).

We now look more specifically at the conditions of Corollary 5.4 that are assumed for the parameters

(these turn out to be the cause of the quantitative inefficiency). First, note the factor δ−d that multiplies the
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Fourier coefficients; for the right hand side to be small, the magnitude of the Fourier coefficients must be

at least as small as δd to cancel that factor, hence to be most effective, we should try to pick as large δ as

possible.

One condition in Corollary 5.4 asserts that we must have that εdε > log d, which implies in particular

that ε >
2 log log d−log log log d−1

log d . The condition on δ implies that we must have δ 6 2−dε/ε. and thinking of
dε

ε as a function of ε, we get that it is increasing on the interval ε ∈ [1/ log d,∞), and by the lower bound we

argued for ε it follows that dε/ε > Ω(log3 d/(log log d)2) and hence δ 6 2−Ω(log3 d/(log log d)2). In this case,

the δ−d factor on the right hand side of Corollary 5.4 is at least 2Ω(d log3 d/(log log d)2), and for the Corollary

to be useful the Fourier coefficients must be at most inversely small.

In other words, we cannot really say anything about Fourier coefficients of f that are of magnitude

more than 2−d log3 d/(log log d)2 except that the sum of their squares is 1. In principle, they alone may already

contribute d log3 d
(log log d)2

entropy, and hence to prove better bounds on the entropy we must be able to strengthen

the argument so that it can also handle them.

Towards this end, we first highlight the source of this bottleneck lies in the proof of Theorem 5.2.

Roughly speaking, the argument therein does successive degree reduction, which is successful as long as

we are not trying to reduce the degree to be too small (this is the reason behind the various requirements on

the parameters). When our degree becomes too small, we appeal to the base case, i.e. Lemma 5.3, and this

point turns out to be at degree poly(log d).
To improve upon this argument, we must be able to reduce the degree down further (and not use the

base case directly), and this is the key in the quantitative improvement presented in this section. We show

a slightly different way to analyze the degree reduction which on the one hand is more efficient, but on the

other hand incurs a more serious multiplicative error term for each iteration. However, since we invoke such

iterations only when the degree is already very small, there will be very few of them (roughly log log d) and

hence these additional error terms will be negligible. We also note that we need decrease the degree at each

step only by a constant factor as opposed to the setting described above, but this doesn’t cause any additional

complications.

6.1 Reducing from small degrees to very small degrees using random partitions

Fact 6.1. Let 0 6 v 6 d. Then (
d

v

)
>

1

16
√
v

dd

(d− v)d−vvv

Proof. By Stirling’s approximation, we have that
√
n
(
n
e

)n
6 n! 6 4

√
n
(
n
e

)n
, and therefore

(
d

v

)
=

d!

v!(d − v)!
>

√
d
(
d
e

)d

16
√
d− v

(
d−v
e

)d−v √
v
(
v
e

)v >
1

16
√
v

dd

(d− v)d−vvv
.

Fact 6.2. Let v < d 6 n and suppose v divides d. Let I = (I1, . . . , Id/v) be a random partition into d/v
parts. Then for any S ⊆ [n] of size d it holds that

Pr
I
[|S ∩ Ii| = v ∀i] >

(
1

16
√
v

)d/v

.
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Proof. The proof is by induction on d/v. For d = v the claim is obvious. Fix v, assume the claim holds for

all d′ < d and prove it for d. Note that

Pr
I
[|S ∩ Ii| = v ∀i] = Pr

Id/v

[∣∣S ∩ Id/v
∣∣ = v

]
Pr
I

[
|S ∩ Ii| = v ∀i |

∣∣S ∩ Id/v
∣∣ = v

]
.

For the first term, by direct computation we have that

Pr
Id/v

[∣∣S ∩ Id/v
∣∣ = v

]
=

(
d

v

)(
1− 1

d/v

)d−v ( 1

d/v

)v

=

(
d

v

)
(d− v)d−vvv

dd
,

and using Fact 6.1 this is at least 1
16

√
v

. For the second term, conditioning on Id/v we have that

Pr
I

[
|S ∩ Ii| = v ∀i |

∣∣S ∩ Id/v
∣∣ = v

]
= E

Id/v:|S∩Id/v|=v

[
Pr

I′=(I1,...,Id/v−1)

[
|S ∩ Ii| = v ∀i | Id/v

]
]
,

where I ′ is a random partition of [n] \ Id/v into d/v − 1 parts. Therefore, by the induction hypothesis it is

at least
(

1
16

√
v

)d/v−1
, and we are done.

Equipped with the previous fact, one can deduce the following analog of Corollary 3.4 using the same

argument used therein.

Corollary 6.3. Let v, d ∈ N, and assume that v divided d. Let f, g : {0, 1}n → R be functions such that g
is homogenous of degree d. Then there is a partition I = (I1, . . . , Id/v) such that

∑

|S|=d
|S∩Ii|=v ∀i

∣∣∣f̂(S)ĝ(S)
∣∣∣ >

(
1

16
√
v

)d/v ∑

S⊆[n]

∣∣∣f̂(S)ĝ(S)
∣∣∣ .

6.2 Boosted base case

We can now present a lemma that will be useful for us to make further degree reductions after we have

already reached a degree that is not too large.

Lemma 6.4. Let e1 6 e2, . . . , ek−1 6 ek be given by ei = 10i and η1 > η2 > . . . > ηk−1 > ηk > 0.

Let f : {0, 1}n → {0, 1} be a Boolean function and let g : {0, 1}n → R be homogenous of degree ek.

Then

〈f, g〉 6 C1


 ∑

|S|=ek

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43




3
4

+ C2 · I[f, g] + C3‖f‖2‖g‖2, (12)

where C1, C2 and C3 are given as follows. We have C1 = 10k
(
16
√
ek−1

)10 ( 10
ηk

)5/2
. For C2 and C3 we

have that

C2 = 2 · η1/81 3e1/4
k−1∏

i=1

(16
√
ei)

10, C3 = 10k
k−1∏

i=1

(16
√
ei)

10 ·
k−1∑

j=1

(
10

ηj

)5
2

3ej+1η
1
4
j+1.
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Proof. The base case k = 1 is Lemma 5.3. Assume the claim holds for k − 1 and prove it for k.

By flipping signs of the Fourier coefficients of g if necessary, we may assume without loss of generality

that for all S, the signs of f̂(S) and ĝ(S) are the same.

Using Corollary 6.3, we may find a partition I = (I1, . . . , I10) (recall that ek/ek−1 = 10) such that for

g̃ =
∑

|S|=ek
|S∩Ii|=ek−1∀i

ĝ(S)χS we have

〈f, g〉 6
(
16
√
ek−1

)10 〈f, g̃〉. (13)

From here, we pretty much repeat the inductive step in the proof of Theorem 5.2. For each j ∈ [10], and

T ⊆ Ij , denote IT,Ij [g̃] =
∑

S:S∩Ij=T

̂̃g(S)2 and similarly for f . Define Tj be the set of T ⊆ Ij of size ek−1

such that either IT,Ij [g̃] > ηk‖g̃‖22 or IT,Ij [f ] > ηk‖f‖22. Then |Tj| 6 2
ηk

.

Denote by Sj the set of S of size ek such that S ∩ Ij 6∈ Tj , and let B the set of S of size ek that are

outside T1 ∪ . . . ∪ T10. Then we may write that

〈f, g̃〉 6
∑

S∈B
f̂(S)̂̃g(S)

︸ ︷︷ ︸
(I)

+

10∑

j=1

∑

S∈Sj

f̂(S)̂̃g(S)
︸ ︷︷ ︸

(II)

, (14)

and we upper bound each sum separately.

Upper bounding (I). Using Hölder’s inequality, (I) is at most |B| 14 ·
(∑

|S|=ek

∣∣∣f̂(S)
∣∣∣
4
3
∣∣∣̂̃g(S)

∣∣∣
4
3

) 3
4

. To

bound the size of B, note that the map S → (S ∩ I1, . . . , S ∩ I10) is a bijection from B to T1 × . . . × T10,

hence we have that

|B| 14 6

(
10∏

i=1

|Ti|
) 1

4

6

(
2

ηk

)5
2

Therefore, the contribution from (I) is upper bounded by the first term on the right hand side in (12). Thus,

to complete the proof, it is enough to upper bound the contribution from (II) by the other two terms in the

right hand side of (12), and to do so we use the induction hypothesis.

Upper bounding (II). Writing gj =
∑

S∈Sj

̂̃g(S)χS , we note that (II) =
10∑
j=1

〈f, gj〉, and it suffices to

upper bound each one of 〈f, gj〉 separately. Fix j and let J =
⋃

i 6=j Ii. Then we may write

〈f, gj〉 = E
z∈{0,1}J

[〈fJ→z, (gj)J→z〉],

and apply the induction hypothesis for each z separately using the parameters η1, . . . , ηk−1 and e1, . . . , ek−1.

We proceed now in the same fashion as in the proof of Theorem 5.2 and get equation (11) therein, i.e.

(II) 6 10 · C1(k − 1)3ekη
1/4
k ‖g‖2‖f‖2 + C2(k − 1)I[f, g] + 10 · C3(k − 1)‖g‖2‖f‖2

Note that the first and third term on the right hand side sum up to at most
C3(k)

(16√ek−1)
10 ‖f‖2‖g‖2. Thus,

plugging this and the bound we have on (I) into equation (14), and then into equation (13), finishes the

proof.
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Corollary 6.5. Let e′ be a power of 10, let η > 0 be such that η 6 10−320
√
e′ . Let f : {0, 1}n → {0, 1} be

a Boolean function and let g : {0, 1}n → R be homogenous of degree e′. Then

〈f, g〉 6 1

η30e′


 ∑

|S|=e′

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43




3
4

+ η1/16 · I[f, g] + η‖f‖2‖g‖2.

Proof. Denote e′ = 10k and set ei = 10i for i = 1, . . . , k, η1 = η and inductively ηi+1 = η

ei+1
ei

(
1+4·e−1/4

i

)

i .

We use Lemma 6.4 with these parameters, and upper bound each one of C1, C2, C3.

For C1, by choice of ek−1 we have that C1 6 1610 · 106k−5
(
10
ηk

)5/2
6 106k+20 1

η
5/2
k

. By definition, we

get that

ηk = η
e′

k−1∏
i=1

(
1+4·e−1/4

i

)

> η
e′

∞∏
i=1

(1+4·10−i/4)
> η29e

′
,

and we also note that 106k+20 6 η−e′ by the upper bound on η. Hence C1 6
1

η30e′
.

For C2, we have that

C2 6 2η
1/8
1 310/4

k−1∏

i=1

105i+20
6 2η1/835/2 · 105k2+20k

6 105k
2+30kη1/8 6 η1/16,

where in the last inequality we used the upper bound we have on η.

Finally, for C3 we first upper bound each summand in the sum individually. Let 1 6 j 6 k − 1, then

ηj+1 = η
10

(
1+4·e−1/4

j

)

j and so

(
10

ηj

)5/2

3ej+1η
1/4
j+1 = 105/2 · 3ej+1 · η

1
4
·10·4·e−1/4

j

j = 105/2 · 310j+1
η10

j ·3·e−1/4
j 6 η2 · 310j+1

10−320
√
e′103j/4 ,

where we have used the upper bound we have on η. Since e′ = 10k > 10j+1, we get that

310
j+1

10−320
√
e′103j/4

6 310
j+1

10−320·
√
10j+1103j/4

6 1.

Therefore, each summand in the definition of C3 is at most η2, and consequently we get that

C3 6 10k · 105k2+20k · k · η2 6 η,

where in the last inequality we used the upper bound on η again.

6.3 Boosted general statement

Theorem 6.6. Let k ∈ N, α ∈ (0, 1], ε ∈ (0, 1/2), let d0, e
′ = d1, . . . , dk be an increasing sequence

such that d0 = 1 and for each 2 6 j 6 k we have dj−1 >
3

αε2(1−2ε)k
log(4(1 + ε)dj/dj−1), and let

0 < δk 6 . . . 6 δ1 = η. Assume that η 6 10−320·
√
10e′ . Then there are C1, C2, C3 specified below, such

that the following holds.

If f : {0, 1}n → {0, 1} is a Boolean function, and g : {0, 1}n → R is (α, dk)-almost-homogenous, then

〈f, g〉 6 C1 ·


 ∑

|S|∼dk

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43




3
4

+C2 · I[f, g] +C3 · ‖g‖2‖f‖2. (15)
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For k = 1, we have C1 = 10d1
1

η300e′
, C2 = 10d1η

1/16 and C3 = 10d1η.

For k > 1, we have C1 = 2k
(

2
δk

) 1+ε
4

dk
dk−1 , C2 = 2k · 100 · d21 · η1/16, and

C3 = 2k(1 + ε)k


10dk

1

η300e′
δ

1
4
2 +

k−1∑

j=2

(
2

δj

)1+ε
4

dj
dj−1

3dj+1δ
1
4
j+1


 .

Proof. As before, we may assume the signs of Fourier coefficients of f and g match.

The case k = 1. This case is essentially given by Corollary 6.5, except that here we are dealing with

almost homogenous g (as opposed to homogenous g) and that e′ is not necessarily a power of 10, however

both of these issues are very easy to fix.

Since g is (α, d1)-almost homogenous, it is supported only on characters of size between αd1 and d1,

and in particular there exists αd1 6 d′ 6 d1 such that for g̃ =
∑

|S|=d′
ĝ(S)χS we have 〈f, g〉 6 d1〈f, g̃〉.

Next, let I ⊆ [n] be a random subset that contains each i ∈ [n] independently with probability 1/d′. Then

E
I


 ∑

S:|S∩I|=1

f̂(S)̂̃g(S)


 =

∑

|S|=d′

f̂(S)̂̃g(S)Pr
I
[|S ∩ I| = 1] >

1

10

∑

|S|=d′

f̂(S)̂̃g(S) = 1

10
〈f, g̃〉.

Therefore, defining g̃′ =
∑

S:|S∩I|=1

̂̃g(S)χS we get that 〈f, g〉 6 d1〈f, g̃〉 6 10d1〈f, g̃′〉.

Let h be the closest power of 10 to d′ such that h > d′, and note that h 6 10d′ 6 10d1 = 10e′. We

now may replace each variable xi for i ∈ I with h − d′ + 1 variables xi,1, . . . , xh−d′+1, substituting each

appearances of xi with xi1 + . . . + xh−d′+1. Abusing notations, we think of the functions f̃ , g̃′ as being

defined over the new variables, we now note that g̃′ has degree d′ − 1 + 1 · (h − d′ + 1) = h (since each

character in g̃′ included one variable from I which was replaced by h − d′ + 1 variables). We now apply

Corollary 6.5 on f̃ , g̃′, and note that (15) readily follows from it. Indeed, for that we note that ‖f̃‖2 = ‖f‖2,

that ‖g̃′‖2 6 ‖g‖2 and finally that I[f̃ , g̃′] 6 h · I[f, g].

The inductive step. The inductive step is performed in the same way as in Theorem 5.2, and we omit

it.

Corollary 6.7. Let α ∈ (0, 1],d ∈ N and δ > 0 be such that δ 6
1

d96000/
√

α .

If f : {0, 1}n → {0, 1} is a Boolean function, and g : {0, 1}n → R is (α, d)-almost-homogenous, then

〈f, g〉 6 δ−105d · ‖f‖
3
4
2 ‖g‖

3
4
2 · max

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
4
+ δ1/16 · I[f, g] + δ · ‖f‖2‖g‖2.

Proof. We intend to use Theorem 6.6, and for that we make the choice of parameters.

Set d1 = e′ = 1000
α (log d)2, and note that by the condition on δ, δ 6 10−320

√
10e′ . Inductively, set

di+1 = 2di until we hit i = k such that 2di > d, in which case we set dk = d. Note that clearly, k 6 log d,

and denote ε = 1
log d . Note that by the choice of parameters, we have that dj−1 >

3
αε2(1−2ε)k

log(4(1 +

ε)dj/dj−1) for all j > 2, so the conditions of Theorem 6.6 on the degrees hold, and we next choose

η = δ1, . . . , δk .
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Choose η = δ1 = δ, δ2 = δ1600d11 and inductively δi+1 = δ
2·(1+ε)2

i for i > 2. We note that for j 6 k−2

we have δj+1 = δ
(1+ε)2(j−1) dj+1

d2
2 , and for j = k − 1 we have δ

(1+ε)2(j−1)2
dk
d2

2 6 δk 6 δ
(1+ε)2(j−1) dk

d2
2 .

We now apply Theorem 6.6 and get that

〈f, g〉 6 C1


 ∑

|S|∼dk

∣∣∣f̂(S)
∣∣∣
4
3 |ĝ(S)| 43




3
4

+ C2 · I[f, g] + C3 · ‖g‖2‖f‖2,

for C1, C2, C3 as in the statement of Theorem 6.6. For the first term observe that

∑

|S|∼dk

∣∣∣f̂(S)ĝ(S)
∣∣∣
4
3
6 max

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
3
∑

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣ 6 max

|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
3

√∑

S

f̂(S)2
∑

S

ĝ(S)2,

where the last inequality is by Cauchy-Schwarz. By Parseval, this is equal to max
|S|∼d

∣∣∣f̂(S)ĝ(S)
∣∣∣
1
3 ‖f‖2‖g‖2.

Next, we calculate upper bounds for C1, C2, C3 for our specific choice of parameters.

We start with C1. Since δk > δ
(1+ε)2(j−1)2

dk
d2

2 we get that

C1 = 2k
(

2

δk

) 1+ε
4

dk
dk−1

6 2k · 2
1+ε
4

dk
dk−1 · δ

− 1+ε
4

(1+ε)2(k−1)·2 d
d2

2

6 2k+1 · δ
−10 d

d2
2 = 2k+1 · δ−16000

d·d1
d2 = 2k+1 · δ−16000d

6 δ−105d,

where in the last inequality we used the upper bound we have on δ and the fact that k 6 log d.

Next, for C2 we have

C2 = 2k · 100 · d21 · η1/16 6 δ1/32,

where we used k 6 log d, η = δ and the upper bound we have on δ.

Finally, for C3 we upper bound each summand separately. Fix 2 6 j 6 k − 1; by the definition of δj+1

we have have that the jth summand is

(
2

δj

) 1+ε
4

dj+1
dj

3dj+1δ
1
4
j+1 6

(
2

δj

) 1+ε
4

·2
3dj+1δ

(1+ε)2

4
·2

j 6 6dj+1δ
ε
2
j 6 6dj+1δ120εdj .

Since δ 6 1
d and ε = 1

log d , we get that δ60εdj 6 2−60dj 6 2−30dj+1 6 6−dj+1 , so that we get that the jths

summand is at most δ60εdj . Since dj > d1 > log d, we get that this is at most δ60.

For j = 1, the corresponding summand is

10dk
1

η300e′
δ

1
4
2 = 10dk

1

η300e′
η400e

′
= 10dkδ

100e′
6 δ60

by the upper bound on δ. Combining, we get that

C3 = 2k(1 + ε)k · kδ60 6 δ.

7 Implications of Corollary 6.7

In this section, we deduce from Corollary 6.7 several implications, including Theorems 1.1, 1.2 and 1.3

from the introduction.
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7.1 Fourier entropies: proof of Theorem 1.3

We begin by proving Theorem 1.3, restated below.

Theorem 1.3 (Restated) . There exists an absolute constant K > 0, such that for every D ∈ N and any

f : {0, 1}n → {0, 1} we have that

H[f̂6D] 6 K ·
∑

|S|6D

|S| log(|S|+ 1)f̂(S)2 +K · I[f ].

Proof. We first handle the empty character. By the isoperimetric inequality we conclude

I[f ] > var(f) log

(
1

var(f)

)
= f̂(∅)

(
1− f̂(∅)

)
log


 1

f̂(∅)
(
1− f̂(∅)

)


 >

1

4
f̂(∅)2 log

(
1

f̂(∅)2

)
,

where in the last inequality we used z(1− z) log(1/z(1 − z)) > 1
4z

2 log(1/z2) that holds for all z ∈ [0, 1].
For the rest of the proof we assume without loss of generality that Prx [f(x) = 1] 6 1

2 , since otherwise

we may work with the function 1− f . For each 1 6 d 6 D and a non-negative integer k, define

Sd,k =
{
S
∣∣∣|S| = d, 2−C(k+1)·d log(d+1)var(f)1/2 <

∣∣∣f̂(S)
∣∣∣ 6 2−Ck·d log(d+1)var(f)1/2

}
,

and gd,k =
∑

S∈Sd,k

f̂(S)χS . Our main goal will be to bound the inner product 〈f, gd,k〉, which is equal to the

Fourier mass of f on Sd,k. Fix d > 1 and k > 1, and set δ = δ(d, k) = 2−32kd−105 and α = 1; then by

Corollary 6.7 we have, using the upper bound on the Fourier characters, that

〈f, gd,k〉 6 δ−105d2−
1
2
Ck·d log(d+1) · 2var(f) + δ1/16I[f, g] + δ · 2var(f). (16)

We also used the fact that ‖f‖22, ‖g‖22 6 2var(f). Using the definition of δ and the fact that C is large

enough, we get that the first term is at most 2−
1
4
Ck·d log(d+1)var(f) 6 2−k 1

d10
I[f ], and the other two terms

combined are at most 2−k 1
d10 I[f ]. Therefore, the contribution of Sd,k to the entropy of f over d > 1 and

k > 1 is at most

∑

16d6D,k>1

∑

S∈Sd,k

f̂(S)2 log

(
1

f̂(S)2

)
6

∑

16d6D,k>1

〈f, gd,k〉
(
2C(k + 1) · d log(d+ 1) + log

(
1

var(f)

))

6
∑

d,k>1

22−k I[f ]

d10
C(k + 1) · d log(d+ 1) + var(f) log

(
1

var(f)

)

6 O(C · I[f ]),
where in the last inequality we used the fact that the sum over k and d is O(1), and the isoperimetric

inequality. Lastly, we upper bound the contribution from Sd,0 for d > 1 to the Fourier entropy of f .

∑

16d6D

∑

S∈Sd,0

f̂(S)2 log

(
1

f̂(S)2

)
6

∑

16d6D

∑

S∈Sd,0

f̂(S)2 ·
(
2C · d log(d+ 1) + log

(
1

var(f)

))

6 2C
∑

16|S|6D

|S| log(|S|+ 1)f̂ (S)2 + var(f) log

(
1

var(f)

)
,

and the second term on the right hand side is upper bounded by O(I[f ]) using the edge isoperimetric

inequality.
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7.2 Fourier min-entropy: proof of Theorem 1.1

Next, we note that the argument in the proof of Theorem 1.3 implies Theorem 1.1, restated below. Recall

that Ĩ[f ] = I[f ]
var(f) .

Theorem 1.1 (Restated) . There exists an absolute constant C > 0, such that for any f : {0, 1}n → {0, 1}
there is a non-empty S ⊆ [n] of size at most 10Ĩ [f ], such that

∣∣∣f̂(S)
∣∣∣ > 2−C|S| log(1+Ĩ[f ])

√
var(f).

Proof. We run the proof of Theorem 1.3 with D = 10Ĩ [f ] with slight changes. Namely, we take

Sd,k =
{
S
∣∣∣|S| = d, 2−C(k+1)·d log(1+Ĩ [f ])var(f)1/2 <

∣∣∣f̂(S)
∣∣∣ 6 2−Ck·d log(1+Ĩ[f ])var(f)1/2

}
,

and define gd,k in the same way. Choose δ = δ(d, k) = 2−256kd−105 Ĩ[f ]−16 and α = 1. By Corollary 6.7

for each k > 1, d > 1 we have that

〈f, gd,k〉 6 δ−105d2−
1
2
Ck·d log(1+Ĩ[f ]) · 2var(f) + δ1/16I[f, g] + δ · 2var(f).

By choice of parameters, the first term is at most 2−4k 1
d2 var(f) given C is sufficiently large constant, and

it is easy to see that the other two terms are also at most 2−4k 1
d2 var(f). Therefore, we get that 〈f, gd,k〉 6

3 · 2−4k 1
d2 var(f), and so

∑

k>1,d>1

〈f, gd,k〉 6 3 · var(f) ·
∑

d>1

1

d2
·
∑

k>1

2−4k
6 3

π2

48
var(f) 6 0.7var(f).

Therefore,
∑
d>1

〈f, gd,0〉 > var(f)− 0.7var(f) = 0.3var(f). Since by Markov’s inequality we have

∑

d>D

〈f, gd,0〉 =
∑

|S|>D

f̂(S)2 6 0.1var(f),

it follows that
∑

16d6D

〈f, gd,0〉 > 0.2var(f) > 0, so there is d 6 D such that Sd,0 6= ∅, implying there is a

character S ∈ Sd,0 as desired.

7.3 Fourier concentration: proof of Theorem 1.2

Next, we show that Theorem 1.3 implies Theorem 1.2, restated below.

Theorem 1.2 (Restated) . For every η > 0, there exists C > 0, such that for all f : {0, 1}n → {0, 1} we

have ∑

S

f̂(S)21|f̂(S)|62−C·Ĩ[f ] log(1+Ĩ[f ]) 6 η · var(f). (17)

Proof. By Markov’s inequality we have that
∑

|S|> 2
η
Ĩ[f ]

f̂(S)2 6 η
2var(f), therefore it is enough to bound the

contribution of |S| 6 2
η Ĩ[f ] to the left hand side of (17) by η/2·var(f). Choose D = 2

η Ĩ[f ]; by Theorem 1.3
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we get that H[f̂6D] 6 K(I[f ] + I[f ] logD) 6 K ′(η)I[f ] log(1 + Ĩ[f ]), thus

∑

|S|6D

f̂(S)21|f̂(S)|62−C·Ĩ[f ] log(1+Ĩ[f ]) 6 var(f)
∑

|S|6D

f̂(S)2
log(1/f̂ (S)2)

C · I[f ] log(1 + Ĩ[f ])

= var(f)
H[f̂6D]

C · I[f ] log(1 + Ĩ[f ])
,

which is at most var(f)K ′/C . Choosing C = 2
K ′η completes the proof.

7.4 An application to transitively symmetric functions

In this section, we show how Theorem 1.1 implies an improved form of the Bourgain-Kalai theorem for

functions with constant variance.

Let G ⊆ Sn be a subgroup. For each subset S ⊆ [n], the orbit of S under G is orbitG(S) =
{π(S) | π ∈ G}. Define the parameter aT (G) to be the largest K , such that each S of size at most K
has |orbitG(S)| > 2T |S| log(K).

Corollary 7.1. There are T > 0 and c > 0 such that the following holds. Let f : {0, 1}n → {0, 1} be a

function that is symmetric under an invariant subgroup G ⊆ Sn. Then I[f ] > c · aT (G)var(f).

Proof. Choose C > 0 from Theorem 1.1. We prove the statement for c = 1
10 and T = 2C .

Assume towards contradiction that I[f ] < c ·aT (G)var(f); in particular we have Ĩ[f ] < aT (G)−1. By

Theorem 1.1 there is a non-empty S ⊆ [n] of size at most 10Ĩ [f ] such that
∣∣∣f̂(S)

∣∣∣ > 2−C|S| log(1+Ĩ[f ])
√

var(f).

Fix this S, and note that by symmetry we have that f̂(Q) = f̂(S) for all Q ∈ orbitG(S), and hence

|orbitG(S)| f̂(S)2 =
∑

Q∈orbitG(S)

f̂2(Q) 6 var(f),

so
∣∣∣f̂(S)

∣∣∣ 6
√

var(f)√
|orbitG(S)|

. Since |S| 6 10Ĩ [f ] 6 aT (G), we get by the definition of aT (G) that |orbitG(S)| >

2T |S| log aT (G). Combining the lower bound and upper bound on
∣∣∣f̂(S)

∣∣∣ we conclude that 2
1
2
T |S| log aT (G)

6

2C·|S| log(1+Ĩ[f ]), which since T = 2C implies that Ĩ[f ] > aT (G) − 1, and contradiction.

Implication for graph properties. Suppose f is a graph property with constant variance. In this case,

the input is the adjacency vector of length n =
(N
2

)
of an N -vertex graph, hence f is symmetric under

the action of permutations on the vertices, i.e. of SN . Therefore, the orbit of a collection of s 6 N edges

has size at least
(N√

s

)
>

(
N√
s

)√s
> 2

1
2

√
s logN . Therefore, if we fix c, T from Corollary 7.1, we see that

if s 6

(
logN

2T log log2 N

)2
, then the orbit of a collection of any s edges is at least of size 2Ts log(log2 N). This

implies that

aT (G) > min

(
log2 N,

(
logN

2T log log2 N

)2
)

= Ω

(
log2 n

(log log n)2

)
,

hence I[f ] = Ω((log n)2/(log log n)2).
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Implication for other groups of symmetry. In general, Corollary 7.1 gives better lower bounds on I[f ]
assuming that f is symmetric under some subgroup G.

For example, if G is Sn or An, the orbit of any S ⊆ [n] such that |S| 6 √
n has size at least

( n
|S|/2

)
>

nc|S| = 2c|S| logn for some absolute constant c. Therefore by definition aT (G) > nΩ(1) for any constant T ,

Corollary 7.1 implies that any f symmetric under G must have at least polynomially large total influence.

Using the result of Bourgain and Kalai, the best bound that could be achieved in this case was of the order

2
√
logn.

Acknowledgments

We thank Gil Kalai for valuable conversations over the years and helpful comments. We also thank Yuval

Filmus, Nathan Keller and Subhash Khot for comments about an earlier version of this manuscript.

References
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