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#### Abstract

We prove a direct sum theorem for randomized communication complexity. Ignoring logarithmic factors, our results show that: - Computing $n$ copies of a function requires $\sqrt{n}$ times the communication. - For average case complexity, given any distribution $\mu$ on inputs, computing $n$ copies of the function on $n$ independent inputs sampled according to $\mu$ requires $\sqrt{n}$ times the communication for computing one copy. - If $\mu$ is a product distribution, computing $n$ copies on $n$ independent inputs sampled according to $\mu$ requires $n$ times the communication.

We also study the complexity of computing the parity of $n$ evaluations of $f$, and obtain results analogous to those above.

Our results are obtained by designing new compression schemes that can compress the communication in interactive processes that do not reveal too much information about their inputs. This generalizes the notion of traditional compression, which can be viewed as compressing protocols that involve only one way communication.


[^0]
## 1 Introduction

Does computing $n$ copies of a function require $n$ times the computational effort? In this paper, we give the first non-trivial answer to this question for the model of randomized communication complexity.

Communication complexity measures the complexity of a function $f(x, y)$ in terms of the number of bits that two parties need to communicate with each other to determine the value of the function, if each party knows one of the inputs. The study of communication complexity has had many applications. We refer the reader to the book [KN97] for an introduction.

Known results prior to our work applied to more restricted models of communication. Feder et al. [FKNN95] showed that in the model of deterministic communication complexity, where the participants are not allowed to use random bits, computing $n$ copies requires at least $n \sqrt{c}$ bits of communication, where $c$ is the deterministic communication complexity of one copy of the function. Earlier results were obtained for the randomized model under strong restrictions, for example restricting the number of rounds of communication to be a constant [CSWY01, JRS03, JRS05, HJMR07].

It turns out that the direct sum question is related to the problem of compressing the communication in an interactive protocol. It is well known how to compress a message from a distribution $X$ so that the average length of the message is the Shannon entropy $H(X)$. In this paper we address the analogous question for the case of interactive communication protocols. A single message is simply the case of an interactive protocol with one way communication.

### 1.1 Our Results

### 1.2 The Direct Sum Question

We give new bounds on the randomized communication complexity of the direct sum of any function.

Given a function $f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{Z}$, we define the function $f^{n}: \mathcal{X}^{n} \times \mathcal{Y}^{n} \rightarrow \mathcal{Z}^{n}$ to be the concatenation of the evaluations:

$$
f^{n}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \stackrel{\text { def }}{=}\left(f\left(x_{1}, y_{1}\right), f\left(x_{2}, y_{2}\right), \ldots, f\left(x_{n}, y_{n}\right)\right) .
$$

Denote by $R_{\rho}(f)$ the communication complexity of the best randomized public coin protocol for computing $f$ that errs with probability at most $\rho$. In this paper we show:

Theorem 1.1 (Direct Sum for Randomized Communication Complexity). For every $\alpha>0$,

$$
\mathrm{R}_{\rho}\left(f^{n}\right) \cdot \log \left(\mathrm{R}_{\rho}\left(f^{n}\right) / \alpha\right) \geq \Omega\left(\mathrm{R}_{\rho+\alpha}(f) \alpha \sqrt{n}\right)
$$

Theorem 1.1 is obtained using Yao's min-max principle from an analogous theorem for distributional communication complexity. For a distribution $\mu$ on the inputs $\mathcal{X} \times \mathcal{Y}$, we write $D_{\rho}^{\mu}(f)$ to denote the communication complexity of the best protocol (randomized or deterministic) that computes $f$ with probability of error at most $\rho$ when the inputs are sampled according to $\mu$. We write $\mu^{n}$ to denote the distribution on $n$ inputs, where each is sampled according to $\mu$ independently. Our direct sum for result for distributional complexity is stated in the following theorem:

Theorem 1.2 (Direct Sum for Distributional Communication Complexity).

$$
\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) \cdot \log \left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) / \alpha\right) \geq \Omega\left(\mathrm{D}_{\rho+\alpha}^{\mu}(f) \alpha \sqrt{n}\right)
$$

The communication complexity bound of Theorem 1.2 only grows as the square root of the number of repetitions. However, in the case that the distribution on inputs is a product distribution, we obtain a direct sum theorem that is optimal up to logarithmic factor:
Theorem 1.3 (Direct Sum for Product Distributions). If $\mu$ is a product distribution, then

$$
\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) \cdot \operatorname{polylog}\left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) / \rho\right) \geq \Omega\left(\mathrm{D}_{4 \rho}^{\mu}(f) \rho n\right)
$$

### 1.3 XOR Lemma for communication complexity

When $n$ is very large in terms of the other quantities, the above theorems can be superseded by trivial arguments, since $f^{n}$ must require at least $n$ bits of communication just to describe the output. Our next set of theorems show that almost the same bounds apply to the complexity of the XOR (or more generally sum modulo $K$ ) of $n$ copies of $f$, where the trivial arguments do not hold. Assume that the output of the function $f$ is in the ring $\mathbb{Z}_{K}$ for some integer $K$, and define

$$
f^{+n}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \stackrel{\text { def }}{=} \sum_{i=1}^{n} f\left(x_{i}, y_{i}\right) .
$$

We have the following results for the complexity of $f^{+n}$ :
Theorem 1.4 (XOR Lemma for Randomized Communication Complexity).

$$
\mathrm{R}_{\rho}\left(f^{+n}\right) \cdot \log \left(\mathrm{R}_{\rho}\left(f^{+n}\right) / \alpha\right) \geq \Omega\left(\left(\mathrm{R}_{\rho+\alpha}(f)-2 \log K\right) \alpha \sqrt{n}\right)
$$

Theorem 1.5 (XOR Lemma for Distributional Communication Complexity).

$$
\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right) \cdot \log \left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right) / \alpha\right) \geq \Omega\left(\left(\mathrm{D}_{\rho+\alpha}^{\mu}(f)-2 \log K\right) \alpha \sqrt{n}\right)
$$

Theorem 1.6 (XOR Lemma for Product Distributions). If $\mu$ is a product distribution, then

$$
\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right) \cdot \operatorname{poly} \log \left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right) / \rho\right) \geq \Omega\left(\left(\mathrm{D}_{4 \rho}^{\mu}(f)-2 \log K\right) \rho n\right)
$$

Remark 1.7. If $f: \mathbb{Z}_{K} \times \mathbb{Z}_{K} \rightarrow \mathbb{Z}_{K}$ is itself the sum function, then the communication complexity of $f^{+n}$ does not grow at all, since there is a trivial protocol to compute $\sum_{i}\left(x_{i}+y_{i}\right)=\sum_{i} x_{i}+\sum_{j} y_{j}$ using $2 \log K$ bits. This suggests that some kind of additive loss (like the $\log K$ term above) is necessary in the above theorems.

### 1.4 Compressing Communication Protocols

An important step towards proving our results is something that may be of independent interest. We give new way to compress the communication in a communication protocol. Essential to our results is an information theory based measure of the complexity of a protocol that we call the information content of a protocol. Given a protocol $\pi$ and random variables that denote inputs $X, Y$, let $\pi(X, Y)$ denote the random variable of the concatenation of the public randomness in the protocol with the messages that are transmitted when it is run. One natural way to measure the information revealed by a protocol, used by several earlier works [CSWY01, BYJKS04, SS02, Abl93], is to measure the mutual information of the messages and public randomness in the protocol with the inputs, i.e. $I(X Y ; \pi(X, Y))$. The measure we use is slightly different, though it turns out to be the same as the one above when the inputs $X, Y$ are independent of each other: ${ }^{1}$

[^1]Definition 1.8. Given a distribution $\mu$ on inputs $X, Y$, and protocol $\pi$, we call the quantity

$$
\mathrm{IC}_{\mu}(\pi) \stackrel{\text { def }}{=} I(X ; \pi(X, Y) \mid Y)+I(Y ; \pi(X, Y) \mid X)
$$

the information content of $\pi$.
The first term in the above sum intuitively measures the information about $X$ contained in the messages that the second player doesn't already know. Similarly, the second term measures the information about $Y$ that is revealed to the player holding $X$ that she didn't already know. Note that the information content of a protocol can be very different from the mutual information of the messages and the inputs. For example, if $\mu$ is a distribution where $X=Y$ always, then the information content is always 0 , though the mutual information between the messages and the inputs can be very large. However, it is easy to check that $\mathrm{IC}_{\mu}(\pi)=I(X Y ; \pi(X, Y))$, in the case that $\mu$ is a product distribution. It is also easy to check that if $\pi$ is deterministic, then $\mathrm{IC}_{\mu}(\pi)=H(\pi(X, Y) \mid Y)+H(\pi(X, Y) \mid X)$, which is the same as $H(\pi(X, Y))$ if $X, Y$ are independent.

We shall then prove:
Theorem 1.9. For every distribution $\mu$, every protocol $\pi$, and every $\epsilon>0$, there exists functions $\pi_{x}, \pi_{y}$, and a protocol $\tau$ such that $\left|\pi_{x}(X, \tau(X, Y))-\pi(X, Y)\right|<\epsilon, \operatorname{Pr}\left[\pi_{x}(X, \tau(X, Y)) \neq\right.$ $\left.\pi_{y}(Y, \tau(X, Y))\right]<\epsilon$ and $\mathrm{CC}(\tau) \leq \sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi) \frac{\log (\mathrm{CC}(\pi) / \epsilon)}{\epsilon} \text {. } . ~ . ~ . ~}$

The condition $\left|\pi_{x}(X, \tau(X, Y))-\pi(X, Y)\right|<\epsilon$ ensures that the transcript of $\tau$ specifies a unique leaf in the protocol tree for $\pi$ in such a way that this leaf is $\epsilon$-close to the leaf sampled by $\pi$. The condition that $\operatorname{Pr}\left[\pi_{x}(X, \tau(X, Y)) \neq \pi_{y}(Y, \tau(X, Y))\right]<\epsilon$ guarantees that with high probability both players achieve a consensus on what the sampled leaf was. Thus, the triple $\tau, \pi_{x}, \pi_{y}$ specify a new protocol that can be viewed as a compression of $\pi$.

Thus, our results can be viewed as some kind of generalization of the traditional notion of compression, which applies to the more restricted case of deterministic one way protocols.

### 1.5 Techniques

The high level approach that we use was introduced in the work of Chakrabarti, Shi, Wirth and Yao [CSWY01]. We shall focus on the approach to proving Theorem 1.2 (direct sum for distributional complexity), since this is where most of the challenges arise. We prove Theorem 1.2 via a reduction - we first show that if there is a protocol that computes $f^{n}$ (resp. $f^{+n}$ ) under the distribution $\mu^{n}$ with small communication complexity, then we can use it to obtain a protocol that computes a single copy with small information content (though its communication complexity remains as large as in the original protocol). The following theorem was implicit in the work of Bar-Yossef et al. [BYJKS04], though for completeness we shall write the proof in this paper.

Theorem 1.10. For every $\mu, f, \rho$ there exists a protocol $\tau$ computing $f$ on inputs drawn from $\mu$ with probability of error at most $\rho$ and communication at most $\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right)$ such that $\mathrm{IC}_{\mu}(\tau) \leq \frac{2 D_{\rho}^{\mu^{n}}\left(f^{n}\right)}{n}$.

The key idea involved in proving the above theorem is a way to split dependencies between the inputs that arose in the study of lowerbounds for the communication complexity of disjointness and in the study of parallel repetition [KS92, Raz92, Raz98]. We give the proof in Section 4.

Once we have a theorem of the above type, we show how to take any protocol whose information content is small, and compress it. There are several challenges that need to be overcome in doing
this. An interesting case to consider is a protocol where the players alternate sending each other messages, and transmitted message is just a bit with information content $\epsilon \ll 1$. In this case, we cannot afford to even transmit one bit to simulate each of the messages, since that would incur an overhead of $1 / \epsilon$, which would be too large for our application. This barrier was one of the big stumbling blocks for earlier works, which is why their results applied only when the number of rounds in the protocols were forced to be small.

We give two protocols to solve this problem. Our more efficient solution, which gives a protocol with communication complexity within polylogarithmic factors of the information content only applies when the input distribution $\mu$ is a product distribution. The idea here is to have the players use shared randomness to guess entire blocks of messages that they might have exchanged. Given a particular sequence of messages, the players can then communicate to estimate the correct probability with which this sequence was supposed to occur. The players can then either accept the sequence or resample a new sequence in order to get a final sample that behaves in a way that is close to the distribution of the original protocol. There are several technical challenges involved in getting this to work. The fact that the inputs of the players are independent is important for the players to decide how many messages the players should try to sample at once. When the players' inputs are dependent, they cannot estimate how many messages they should sample before the information content becomes too high, and we are unable to make this approach work.

In the above simulation, the sampled messages will not come from a distribution that is the same as the original one, or even close to it. Instead, what we are able to guarantee is that no particular outcome is more than a constant factor (say 4 times) more likely than in the original protocol. Thus, if the original protocol had a probability of error of at most $\rho$, our simulation must have a probability of error of at most $4 \rho$.

Our general solution, that applies even to non-product distributions, is quite different. In this simulation, we have each of the players sample each of their potential transmissions ahead of time. In other words, for every prefix $v$ of messages, each player samples the next bit of the interaction according to the best guess that they have for how this bit is distributed. The players do this using shared randomness, in a way that guarantees that if their guesses are close, then the probability that they sample the same bit is high. Once they have each sampled the possible interactions, we show how the players can communicate a few bits with each other to resolve the inconsistencies in their samples in such a way that the final outcome is actually statistically close to the distribution of the original protocol. Unfortunately, in this case, the cost of the simulation is not close to the information content of the original protocol, but can only be bounded in terms of the geometric mean between the information content and the communication complexity of the original protocol.

We get around this issue by having the players each guess the entire transcript of the protocol in a correlated way, using public randomness. Since each player does not have enough information to correctly sample a transcript, the players will necessarily make many mistakes in their guesses. The players will then communicate with each other to fix the inconsistencies in their transcripts, until they have converged to a transcript that is consistent with both of their inputs.

## 2 Preliminaries

Notation. We reserve capital letters for random variables and distributions, calligraphic letters for sets, and small letters for elements of sets. Throughout this paper, we often use the notation $\mid b$ to denote conditioning on the event $B=b$. Thus $A \mid b$ is shorthand for $A \mid B=b$. Given a sequence
of symbols $A=A_{1}, A_{2}, \ldots, A_{k}$, we use $A_{\leq j}$ denote the prefix of length $j$.
We use the standard notion of statistical/ total variation distance between two distributions.
Definition 2.1. Let $D$ and $F$ be two random variables taking values in a set $\mathcal{S}$. Their statistical distance is

$$
|D-F| \stackrel{\text { def }}{=} \max _{\mathcal{T} \subseteq \mathcal{S}}(|\operatorname{Pr}[D \in \mathcal{T}]-\operatorname{Pr}[F \in \mathcal{T}]|)=\frac{1}{2} \sum_{s \in \mathcal{S}}|\operatorname{Pr}[D=s]-\operatorname{Pr}[F=s]|
$$

If $|D-F| \leq \epsilon$ we shall say that $D$ is $\epsilon$-close to $F$. We shall also use the notation $D \stackrel{\epsilon}{\approx} F$ to mean $D$ is $\epsilon$-close to $F$.

### 2.1 Information Theory

Definition 2.2 (Entropy). The entropy of a random variable $X$ is $H(X) \stackrel{\text { def }}{=} \sum_{x} \operatorname{Pr}[X=x] \log (1 / \operatorname{Pr}[X=$ $x]$ ). The conditional entropy $H(X \mid Y)$ is defined to be $\mathbb{E}_{y \epsilon_{\mathrm{R}}} Y[H(X \mid Y=y)]$.

Fact 2.3. $H(A B)=H(A)+H(B \mid A)$.
Definition 2.4 (Mutual Information). The mutual information between two random variables $A, B$, denoted $I(A ; B)$ is defined to be the quantity $H(A)-H(A \mid B)=H(B)-H(B \mid A)$. The conditional mutual information $I(A ; B \mid C)$ is $H(A \mid C)-H(A \mid B C)$.

In analogy with the fact that $H(A B)=H(A)+H(B \mid A)$,
Proposition 2.5. Let $C_{1}, C_{2}, D, B$ be random variables. Then

$$
I\left(C_{1} C_{2} ; B \mid D\right)=I\left(C_{1} ; B \mid D\right)+I\left(C_{2} ; B \mid C_{1} D\right) .
$$

The previous proposition immediately implies the following:
Proposition 2.6 (Super-Additivity of Mutual Information). Let $C_{1}, C_{2}, D, B$ be random variables such that for every fixing of $D, C_{1}, C_{2}$ are independent. Then

$$
I\left(C_{1} ; B \mid D\right)+I\left(C_{2} ; B \mid D\right) \leq I\left(C_{1} C_{2} ; B \mid D\right)
$$

We also use the notion of divergence, which is a different way to measure the distance between two distributions:

Definition 2.7 (Divergence). The informational divergence between two distributions is $\mathbb{D}(A \| B) \stackrel{\text { def }}{=}$ $\sum_{x} A(x) \log (A(x) / B(x))$.

For example, if $B$ is the uniform distribution on $\{0,1\}^{n}$ then $\mathbb{D}(A \| B)=n-H(A)$.
Proposition 2.8. $\mathbb{D}(A \| B) \geq|A-B|^{2}$.
Proposition 2.9. Let $A, B, C$ be random variables in the same probability space. For every a in the support of $A$ and $c$ in the support of $C$, let $B_{a}$ denote $B \mid A=a$ and $B_{a c}$ denote $B \mid A=a, C=c$. Then $\left.I(A ; B \mid C)=\mathbb{E}_{a, c \in_{R} A, C}\left[\mathbb{D}\left(B_{a c} \| B_{c}\right)\right)\right]$

The above facts imply the following easy proposition:

Proposition 2.10. With notation as in Proposition 2.9, for any random variables $A, B, \mathbb{E}_{a \in_{R}} A\left[\left|\left(B_{a}\right)-B\right|\right] \leq$ $\sqrt{I(A ; B)}$.

Proof.

$$
\begin{aligned}
& \underset{a \in}{\mathbb{E}}\left[\left|\left(B_{a}\right)-B\right|\right] \leq \underset{a \in}{\mathbb{E}} \underset{\epsilon_{\mathrm{R}} A}{ }\left[\sqrt{\mathbb{D}\left(B_{a} \| B\right)}\right] \\
& \leq \sqrt{\underset{a}{\mathbb{E}} \epsilon_{\mathrm{R}} A}\left[\mathbb{D}\left(B_{a} \| B\right)\right] \quad \text { by convexity } \\
& =\sqrt{I(A ; B)} \quad \text { by Proposition } 2.9
\end{aligned}
$$

### 2.2 Communication Complexity

Let $\mathcal{X}, \mathcal{Y}$ denote the set of possible inputs to the two players, who we name $P_{x}, P_{y}$. In this paper ${ }^{2}$, we view a private coins protocol for computing a function $f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{Z}_{K}$ as a binary tree with the following structure:

- Each node is owned by one of $P_{x}$ or by $P_{y}$
- For every $x \in \mathcal{X}$, each internal node $v$ owned by $P_{x}$ is associated with a distribution $O_{v, x}$ supported on the children of $v$. Similarly, for every $y \in \mathcal{Y}$, each internal node $v$ owned by $P_{y}$ is associated with a distribution $O_{v, y}$ supported on the children of $v$.
- The leaves of the protocol are labelled by output values.

On input $x, y$, the protocol $\pi$ is executed as in Figure 1.

## Generic Communication Protocol

1. Set $v$ to be the root of the protocol tree.
2. If $v$ is a leaf, the computation ends with output the value in the label of $v$. Otherwise, the player owning $v$ samples a child of $v$ according to the distribution associated with her input for $v$ and sends a bit to the other player to indicate which child was sampled.
3. Set $v$ to be the newly sampled node and return to the previous step.

Figure 1: A communication protocol.
A public coin protocol is a distribution on private coins protocols, run by first using shared randomness to sample an index $r$ and then running the corresponding private coin protocol $\pi_{r}$. Every private coin protocol is thus a public coin protocol. The protocol is called deterministic if all distributions labeling the nodes have support size 1 .

[^2]Definition 2.11. The communication complexity of a public coin protocol $\pi$, denoted $\mathrm{CC}(\pi)$, is the maximum depth of the protocol trees in the support of $\pi$.

Given a protocol $\pi, \pi(x, y)$ denotes the concatenation of the public randomness with all the messages that are sent during the execution of $\pi$. We call this the transcript of the protocol. We shall use the notation $\pi(x, y)_{j}$ to refer to the $j$ 'th transmitted bit in the protocol. We write $\pi(x, y)_{\leq j}$ to denote the concatenation of the public randomness in the protocol with the first $j$ message bits that were transmitted in the protocol. Given a transcript, or a prefix of the transcript, $v$, we write $\mathrm{CC}(v)$ to denote the number of message bits in $v$ (i.e. the length of the communication).

We often assume that every leaf in the protocol is at the same depth. We can do this since if some leaf is at depth less than the maximum, we can modify the protocol by adding dummy nodes which are always picked with probability 1 , until all leaves are at the same depth. This does not change the communication complexity.

Definition 2.12 (Communication Complexity notation). For a function $f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{Z}_{K}$, a distribution $\mu$ supported on $\mathcal{X} \times \mathcal{Y}$, and a parameter $\rho>0, D_{\rho}^{\mu}(f)$ denotes the communication complexity of the cheapest deterministic protocol for computing $f$ on inputs sampled according to $\mu$ with error $\rho . R_{\rho}(f)$ denotes the cost of the best randomized public coin protocol for computing $f$ with error at most $\rho$ on every input.

We shall use the following simple fact, first observed by Yao:
Fact 2.13 (Yao's Min-Max). $R_{\rho}(f)=\max _{\mu} D_{\rho}^{\mu}(f)$.
Remark 2.14 (Information content of private vs. public coins protocols.). Another way to view the difference between public coins and private coins protocols is that the public randomness is considered part of the protocol's transcript. But even if the randomness is short compared to the overall communication complexity, making it public can have a dramatic effect on the information content of the protocol. (As an example, consider a protocol where one party sends a message of $x \oplus r$ where $x$ is its input and $r$ is random. If the randomness $r$ is private then this message has zero information content. If the randomness is public then the message completely reveals the input. (This protocol may seem trivial since its communication complexity is larger than the input length, but in fact we will be dealing with exactly such protocols, as our goal will be to "compress" communication of protocols that have very large communication complexity, but very small information content.)

### 2.3 Finding differences in inputs

We use the following lemma of Feige et al. [FPRU94]:
Lemma 2.15 ([FPRU94]). There is a randomized public coin protocol $\tau$ with communication complexity $O(\log (k / \epsilon))$ such that on input two $k$ bit strings $x, y$, it outputs the first index $i \in[k]$ such that $x_{i} \neq y_{i}$ with probability at least $1-\epsilon$, if such an $i$ exists.

For completeness, we include the proof (based on hashing) in Appendix C.

## 3 Proof of main theorem

In this section, we prove Theorem 1.2, showing a direct sum for distributional communication complexity even in the case where the input distribution is not necessarily a product distribution. By Yao's minimax principle, for every function $f, R_{\rho}(f)=\max _{\mu} D_{\rho}^{\mu}$. Thus Theorem 1.2 implies Theorem 1.1 and Theorem 1.5 implies Theorem 1.4. So we shall focus on proving Theorem 1.2 and its XOR Lemma analaog Theorem 1.5.

By Theorem 1.9, the main step to establish Theorem 1.2 is to give an efficient simulation of a protocol with small information content by a protocol with small communication complexity. We shall thus prove

Theorem 3.2 (Restated). For every distribution $\mu$, every protocol $\pi$, and every $\epsilon>0$, there exists functions $\pi_{x}, \pi_{y}$, and a protocol $\tau$ such that $\left|\pi_{x}(X, \tau(X, Y))-\pi(X, Y)\right|<\epsilon, \operatorname{Pr}\left[\pi_{x}(X, \tau(X, Y)) \neq\right.$ $\left.\pi_{y}(Y, \tau(X, Y))\right]<\epsilon$ and $\mathrm{CC}(\tau) \leq \sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)} \frac{\log (\mathrm{CC}(\pi) / \epsilon)}{\epsilon}$.

Proof of direct sum theorem from Theorem 3.2. Before proving Theorem 3.2, let's see how we can use it to get our main result (Theorem 1.2). Let $\pi$ be any protocol computing $f^{n}$ on inputs drawn from $\mu^{n}$ with probability of error less than $\rho$. Then by Theorem 1.9, there exists a protocol $\tau_{1}$ computing $f$ on inputs drawn from $\mu$ with error at most $\rho$ with $\mathrm{CC}\left(\tau_{1}\right) \leq \mathrm{CC}(\pi)$ and $\mathrm{IC}_{\mu}\left(\tau_{1}\right) \leq 2 \mathrm{CC}(\pi) / n$. Next, applying Theorem 3.2 to the protocol $\tau_{1}$ gives that there must exist a protocol $\tau_{2}$ computing $f$ on inputs drawn from $\mu$ with error at most $\rho+\alpha$ and

$$
\begin{aligned}
\mathrm{CC}\left(\tau_{2}\right) & \leq O\left(\sqrt{\mathrm{CC}\left(\tau_{1}\right) \mathrm{IC}\left(\tau_{1}\right)} \log \left(\mathrm{CC}\left(\tau_{1}\right) / \alpha\right) / \alpha\right) \\
& =O(\sqrt{\mathrm{CC}(\pi) \mathrm{CC}(\pi) / n} \log (\mathrm{CC}(\pi) / \alpha) / \alpha) \\
& =O\left(\frac{\mathrm{CC}(\pi) \log (\mathrm{CC}(\pi) / \alpha) / \alpha}{\sqrt{n}}\right)
\end{aligned}
$$

This proves Theorem 1.2.
Proof of the XOR Lemma. The proof for Theorem 1.5 (XOR Lemma for distributional complexity) is very similar. First, we show an XOR-analog of Theorem 1.9:

Theorem 3.1. For every distribution $\mu$, there exists a protocol $\tau$ computing $f$ with probability of error $\rho$ over the distribution $\mu$ with $\mathrm{CC}(\tau) \leq \mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right)+2 \log K$ such that if $\tau^{\prime}$ is the protocol that is the same as $\tau$ but stops running after $\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right)$ message bits have been sent, then $\mathrm{IC}_{\mu}\left(\tau^{\prime}\right) \leq$ $\frac{2 D_{\rho}^{\mu^{n}}\left(f^{n+}\right)}{n}$.

Now let $\pi$ be any protocol computing $f^{+n}$ on inputs drawn from $\mu^{n}$ with probability of error less than $\rho$. Then by Theorem 3.1, there exists a protocol $\tau_{1}$ computing $f$ on inputs drawn from $\mu$ with error at most $\rho$ with $\mathrm{CC}\left(\tau_{1}\right) \leq \mathrm{CC}(\pi)+2 \log K$ and such that if $\tau_{1}^{\prime}$ denotes the first $\mathrm{CC}(\pi)$ bits of the message part of the transcript, $\mathrm{IC}_{\mu}\left(\tau_{1}^{\prime}\right) \leq 2 \mathrm{CC}(\pi) / n$. Next, applying Theorem 3.2 to the protocol $\tau_{1}^{\prime}$ gives that there must exist a protocol $\tau_{2}^{\prime}$ simulating $\tau_{1}^{\prime}$ on inputs drawn from $\mu$ with
error at most $\rho+\alpha$ and

$$
\begin{aligned}
\mathrm{CC}\left(\tau_{2}^{\prime}\right) & \leq O\left(\sqrt{\mathrm{CC}\left(\tau_{1}^{\prime}\right) \mathrm{IC}\left(\tau_{\mu}^{\prime}\right)} \log \left(\mathrm{CC}\left(\tau_{1}^{\prime}\right) / \alpha\right) / \alpha\right) \\
& =O(\sqrt{\mathrm{CC}(\pi) \mathrm{CC}(\pi) / n} \log (\mathrm{CC}(\pi) / \alpha) / \alpha) \\
& =O\left(\frac{\mathrm{CC}(\pi) \log (\mathrm{CC}(\pi) / \alpha) / \alpha}{\sqrt{n}}\right)
\end{aligned}
$$

Finally we get a protocol for computing $f$ by first running $\tau_{2}^{\prime}$ and then running the last $2 \log K$ bits of $\pi$. Thus we must have that $O\left(\frac{\mathrm{CC}(\pi) \log (\mathrm{CC}(\pi) / \alpha) / \alpha}{\sqrt{n}}\right)+2 \log K \leq D_{\rho+\alpha}^{\mu}(f)$, as in the theorem.

## 4 Reduction to Small Information Content

We now prove Theorems 1.9 and 3.1, showing that the existence protocol with communication complexity $C$ for $f^{n}$ (or $f^{+n}$ ) implies a protocol for $f$ with information content roughly $C / n$.

Theorem 1.9 (Restated). For every $\mu, f, \rho$ there exists a protocol $\tau$ computing $f$ on inputs drawn from $\mu$ with probability of error at most $\rho$ and communication at most $\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right)$ such that $\mathrm{IC}_{\mu}(\tau) \leq$ $\frac{2 D_{\rho}^{\mu^{n}}\left(f^{n}\right)}{n}$.

Theorem 3.1 (Restated). For every distribution $\mu$, there exists a protocol $\tau$ computing $f$ with probability of error $\rho$ over the distribution $\mu$ with $\mathrm{CC}(\tau) \leq \mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right)+2 \log K$ such that if $\tau^{\prime}$ is the protocol that is the same as $\tau$ but stops running after $\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{+n}\right)$ message bits have been sent, then $\mathrm{IC}\left(\tau^{\prime}\right) \leq \frac{2 D_{\rho}^{\mu^{n}}\left(f^{n+}\right)}{n}$.

Proof. Fix, $\mu, f, n, \rho, \epsilon$ as in the statement of the theorems. We shall prove Theorem 1.9 first. Theorem 3.1 will easily follow by the nature of our proof. To prove Theorem 1.9, we show how to use the best protocol for computing $f^{n}$ to get a protocol with small information content computing $f$. Let $\pi$ be a deterministic protocol with communication complexity $\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right)$ computing $f^{n}$ with probability of error at most $\rho$.

Let $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ denote random variables distributed according to $\mu^{n}$. Let $\pi\left(X^{n}, Y^{n}\right)$ denote the random variable of the transcript (which is just the concatenation of all messages, since this is a deterministic protocol) that is obtained by running the protocol $\pi$ on inputs $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$. We define random variables $W=W_{1}, \ldots, W_{n}$ where each $W_{i}$ takes values in the disjoint union $\mathcal{X} \uplus \mathcal{Y}$ so that each $W_{i}=X_{i}$ with probability $1 / 2$ and $W_{i}=Y_{i}$ with probability $1 / 2$. Let $W^{-i}$ denote $W_{1}, \ldots, W_{i-1}, W_{i+1}, \ldots, W_{n}$.

Our new protocol $\tau$ shall operate as in Figure 2.
The probability that the protocol $\tau$ makes an error on inputs sampled from $\mu$ is at most the probability that the protocol $\pi$ makes an error on inputs sampled from $\mu^{n}$. It is also immediate that $\mathrm{CC}(\tau)=\mathrm{CC}(\pi)$. All that remains is to bound the information content $\mathrm{IC}_{\mu}(\tau)$. We do this by relating it to the communication complexity of $\pi$. Given any fixing of $i, w^{-i}$, we use $\tau_{i, w^{-i}}(X, Y)$ to denote the messages sent during the private randomness phase of the protocol. As usual, $\tau(X, Y)=I, W^{-I}, \tau_{I, W_{-I}}(X, Y)$ denotes the concatenation of the public randomness used in $\tau$ with the messages sent during its execution.

## Protocol $\tau$

## Public Randomness Phase :

1. The players sample $i, w^{-i} \epsilon_{\mathrm{R}} I, W^{-I}$ using public randomness.

Private Randomness Phase :

1. $P_{x}$ sets $x_{i}=x, P_{y}$ sets $y_{i}=y$.
2. For every $j \neq i, P_{x}$ samples $X_{j}$ conditioned on the value of $w^{-i}$.
3. For every $j \neq i, P_{y}$ samples $Y_{j}$ conditioned on the value of $w^{-i}$.
4. The players simulate $\pi$ on the inputs $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ and output the $i$ 'th output of $\pi$.

Figure 2: A protocol simulating $\pi$

Then we have that:

$$
\begin{align*}
& \sum_{i=1}^{n} I\left(X_{i} Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid W\right) \\
& \leq I\left(X_{1} \cdots X_{n} Y_{1} \cdots Y_{n} ; \pi\left(X^{n}, Y^{n}\right) \mid W\right) \\
& \leq \mathrm{CC}(\pi) \\
& =\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) \tag{1}
\end{align*} \quad \text { by Proposition } 2.6
$$

For any index $i$, we have that

$$
\begin{align*}
I\left(X_{i} Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid W\right) & =I\left(X_{i} Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid W_{i} W^{-i}\right) \\
& =\underset{w_{i} \in_{\mathrm{R}} W_{i}}{\mathbb{E}}\left[I\left(X_{i} Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid w_{i} W^{-i}\right)\right] \\
& =\frac{\mathbb{E}_{x_{i} \in_{\mathrm{R}} X_{i}}\left[I\left(X_{i} Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid x_{i} W^{-i}\right)\right]+\mathbb{E}_{y_{i} \in_{\mathrm{R}} Y_{i}}\left[I\left(X_{i} Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid y_{i} W^{-i}\right)\right]}{2} \\
& =\frac{I\left(Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid X_{i} W^{-i}\right)+I\left(X_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid Y_{i} W^{-i}\right)}{2} \tag{2}
\end{align*}
$$

Now note that in our protocol, for every $i$, we have that $X, Y, \tau_{i, W^{-i}}(X, Y), W^{-i}$ have exactly the same distribution as $X_{i}, Y_{i}, \pi\left(X^{n}, Y^{n}\right), W^{-i}$. Thus

$$
\begin{align*}
n \mathbf{I} \mathrm{C}_{\mu}(\tau) & =n(I(X ; \tau(X, Y) \mid Y)+I(Y ; \tau(X, Y) \mid X)) \\
& =\sum_{i=1}^{n} I\left(Y ; \tau_{i, W^{-i}}(X, Y) \mid X W^{-i}\right)+I\left(X ; \tau_{i, W^{-i}}(X, Y) \mid Y W^{-i}\right) \\
& =\sum_{i=1}^{n} I\left(Y_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid X_{i} W^{-i}\right)+I\left(X_{i} ; \pi\left(X^{n}, Y^{n}\right) \mid Y_{i} W^{-i}\right) \tag{3}
\end{align*}
$$

Equation 1, Equation 2 and Equation 3 imply that

$$
\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) \geq \frac{n \mathrm{IC}}{\mu}(\tau)
$$

Remark 4.1. The analysis above can be easily improved to get the bound $\mathrm{IC}_{\mu}(\tau) \leq \mathrm{CC}(\tau) / n$ by taking advantage of the fact that each bit of the transcript gives information about at most one of the players' inputs, but for simplicity we do not prove this here.

This completes the proof for Theorem 1.9. The proof for Theorem 3.1 is very similar. As above, we let $\pi$ denote the best protocol for computing $f^{+n}$ on inputs sampled according to $\mu^{n}$. Analogous to $\tau$ as above, we define the simulation $\gamma$ as in Figure 3.

| Protocol $\gamma$ |
| :--- |
| Public Randomness Phase : |
| 1. The players sample $i, w^{-i} \in_{\mathrm{R}} I, W^{-I}$ using public randomness. |
| Private Randomness Phase : |
| 1. $P_{x}$ sets $x_{i}=x, P_{y}$ sets $y_{i}=y$. |
| 2. For every $j \neq i, P_{x}$ samples $X_{j}$ conditioned on the value of $w^{-i}$. |
| 3. For every $j \neq i, P_{y}$ samples $Y_{j}$ conditioned on the value of $w^{-i}$. |
| 4. The players simulate $\pi$ on the inputs $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ to compute $z \in \mathbb{Z}_{K}$. |
| 5. $P_{x}$ computes $\sum_{j \neq i, w_{j}=y_{j}} f\left(x_{j}, w_{j}\right)$ and sends this sum to $P_{y}$ |
| 6. $P_{y}$ outputs the value of the function as $z-\sum_{j \neq i, w_{j}=y_{j}} f\left(x_{j}, w_{j}\right)-\sum_{j \neq i, w_{j}=x_{j}} f\left(w_{j}, y_{j}\right)$. |

## Figure 3: A protocol simulating $\pi$

As before, the probability that the protocol $\gamma$ makes an error on inputs sampled from $\mu$ is at most the probability that the protocol $\pi$ makes an error on inputs sampled from $\mu^{n}$, since there is an error in $\gamma_{i, w^{-i}}$ if and only if there is an error in the computation of $z$. It is also immediate that $\mathrm{CC}(\gamma)=\mathrm{CC}(\pi)+2 \log K$.

Let $\gamma^{\prime}(X, Y)$ denote the concatenation of the public randomness and the messages of $\gamma$ upto the computation of $z$. Then, exactly as in the previous case, we have the bound:

$$
\mathrm{IC}_{\mu}\left(\gamma^{\prime}\right) \leq 2 \mathrm{CC}(\gamma) / n
$$

This completes the proof.

## 5 Small information complexity $\rightarrow$ small communication complexity

We now prove our main technical theorem, Theorem 3.2:
Theorem 3.2 (Restated). For every distribution $\mu$, every protocol $\pi$, and every $\epsilon>0$, there exists functions $\pi_{x}, \pi_{y}$, and a protocol $\tau$ such that $\left|\pi_{x}(X, \tau(X, Y))-\pi(X, Y)\right|<\epsilon, \operatorname{Pr}\left[\pi_{x}(X, \tau(X, Y)) \neq\right.$ $\left.\pi_{y}(Y, \tau(X, Y))\right]<\epsilon$ and $\mathrm{CC}(\tau) \leq \sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)} \frac{\log (\mathrm{CC}(\pi) / \epsilon)}{\epsilon}$.

Proof. In order to prove the theorem, we consider the protocol tree $\mathcal{T}$ for $\pi_{r}$, for every fixing of the public randomness $r$. If $R$ is the random variable for the public randomness used in $\pi$, we have that
Claim 5.1. $\mathrm{IC}_{\mu}(\pi)=\mathbb{E}_{R}\left[\mathrm{IC}_{\mu}\left(\pi_{R}\right)\right]$
Proof.

$$
\begin{aligned}
\mathrm{IC}_{\mu}(\pi) & =I(\pi(X, Y), X \mid Y)+I(\pi(X, Y), Y \mid X) \\
& =I\left(R \pi_{R}(X, Y), X \mid Y\right)+I\left(R \pi_{R}(X, Y), Y \mid X\right) \\
& =I(R, X \mid Y)+I(R, Y \mid X)+I\left(\pi_{R}(X, Y), X \mid Y R\right)+I\left(\pi_{R}(X, Y), Y \mid X R\right) \\
& =I\left(\pi_{R}(X, Y), X \mid Y R\right)+I\left(\pi_{R}(X, Y), Y \mid X R\right) \\
& =\underset{R}{\mathbb{E}}\left[\operatorname{IC} \mathrm{C}_{\mu}\left(\pi_{R}\right)\right]
\end{aligned}
$$

It will be convenient to describe protocol $\pi_{r}$ in a non-standard, yet equivalent way in Figure 4.

## Protocol $\pi_{r}$

## Sampling Phase :

1. For every non-leaf node $w$ in the tree, the player who owns $w$ samples a child according to the distribution given by her input and the public randomness $r$. This leaves each player with a subtree of the original protocol tree, where each node has out-degree 1 or 0 depending on whether or not it is owned by the player.

## Path Finding Phase :

1. Set $v$ to be the root of the tree.
2. If $v$ is a leaf, the computation ends with the value of the node. Else, the player to whom $v$ belongs communicates one bit to the other player to indicate which of the children was sampled.
3. Set $v$ to the sampled child and return to the previous step.

Figure 4: $\pi$ restated

For some error parameters $\beta, \gamma$, we define a randomized protocol $\tau_{\beta, \gamma}$ that will simulate $\pi$ and use the same protocol tree. The idea behind the simulation is to avoid communicating by guessing what the other player's samples look like. The players shall make many mistakes in doing this, but they shall then use Lemma 2.14 to correct the mistakes and end up with the correct transcript. Our simulation is described in Figure 5.

## Protocol $\tau_{\beta, \gamma}$

## Public Sampling Phase :

1. Sample $r$ according to the distribution of the public randomness in $\pi$.

## Correlated Sampling Phase :

1. For every non-leaf node $w$ in the tree, let $\kappa_{w}$ be a uniformly random element of $[0,1]$ sampled using public randomness.
2. On input $x, y$, player $P_{x}$ (resp. $P_{y}$ ) defines the tree $\mathcal{T}_{x}$ (resp. $\mathcal{T}_{y}$ ) in the following way: for each node $w, P_{x}$ (resp. $P_{y}$ ) includes the edge to the left child if $\operatorname{Pr}\left[\pi_{r}(X, Y)\right.$ reaches the left child $\mid \pi_{r}(X, Y)$ reaches $w$ and $\left.X=x\right]>\kappa_{w}$ (resp. if $\operatorname{Pr}\left[\pi_{r}(X, Y)\right.$ reaches the left child $\mid \pi_{r}(X, Y)$ reaches $w$ and $\left.\left.Y=y\right]>\kappa_{w}\right)$. Otherwise, the right child is picked.

## Path Finding Phase :

1. Each of the players computes the unique path in their trees that leads from the root to a leaf. The players then use Lemma 2.14, communicating $O(\log (n / \beta)$ bits to find the first node at which their respective paths differ, if such a node exists. The player that does not own this node corrects this edge and recomputes his path. They repeatedly correct their paths in this way $\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)} / \gamma$ times.

Figure 5: The simulation of $\pi$
Define $\pi_{x}\left(x, \tau_{\beta, \gamma}(x, y)\right)$ (resp. $\left.\pi_{y}\left(y, \tau_{\beta, \gamma}(x, y)\right)\right)$ to be leaf of the final path computed by $P_{x}$ (resp. $\left.P_{y}\right)$ in the protocol $\tau_{\beta, \gamma}$ (see Figure 5). The definition of the protocol $\tau_{\beta, \gamma}$ implies immediately the following upper bound on its communication complexity

$$
\begin{equation*}
\mathrm{CC}\left(\tau_{\beta, \gamma}\right)=O\left(\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)} \log (\mathrm{CC}(\pi) / \beta) / \gamma\right) \tag{4}
\end{equation*}
$$

Let $V=V_{0}, \ldots, V_{\mathrm{CC}(\pi)}$ denote the "right path" in the protocol tree of $\tau_{\beta, \gamma}$. That is, every $i$, $V_{i+1}$ is the child of $V_{i}$ that is sampled by the owner of $V_{i}$. Observe that this path has the right distribution, since every child with exactly the right conditional probability by the corresponding owner. That is, we have the following claim:
Claim 5.2. For every $x, y, r$, the distribution of $V \mid x y r$ as defined above is the same as the distribution of the sampled transcript in the protocol $\pi$.

This implies in particular, that

$$
I(X ; V \mid r Y)+I(X ; V \mid r Y)=\mathrm{IC}_{\mu}\left(\pi_{r}\right)
$$

Given two fixed trees $\mathcal{T}_{x}, \mathcal{T}_{y}$ as in the above protocol, we say there is a mistake at level $i$ if the out-edges of $V_{i-1}$ are inconsistent in the trees. We shall first show that the expected number of mistakes that the players make is small.
Lemma 5.3. $\mathbb{E}\left[\#\right.$ of mistakes in simulating $\left.\pi_{r} \mid r\right] \leq \sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC} \mu\left(\pi_{r}\right)}$.
Proof. For $i=1, \ldots, \mathrm{CC}(\pi)$, we denote by $C_{i r}$ the indicator random variable for whether or not a mistake occurs at level $i$ in the protocol tree for $\pi_{r}$, so that the number of mistakes is $\sum_{i=1}^{\mathrm{CC}(\pi)} C_{i r}$.

We shall bound $\mathbb{E}\left[C_{i}\right]$ for each $i$. A mistake occurs at a vertex $w$ at depth $i$ exactly when $\operatorname{Pr}\left[V_{i+1}=0 \mid x \wedge V_{\leq i}=w\right] \leq \kappa_{w}<\operatorname{Pr}\left[V_{i+1} \mid y \wedge V_{\leq i}=w\right]$ or $\operatorname{Pr}\left[V_{i+1}=0 \mid y \wedge V_{\leq i}=w\right] \leq \kappa_{w}<$ $\operatorname{Pr}\left[V_{i+1} \mid x \wedge V_{\leq i}=w\right]$. Thus a mistake occurs at $v_{\leq i}$ with probability at most $\left|\left(V_{i} \mid x v_{<i} r\right)-\left(V_{i} \mid y v_{<i} r\right)\right|$.

If $v_{i-1}$ is owned by $P_{x}$, then $V_{i} \mid x v_{<i} r$ has the same distribution as $V_{i} \mid x y v_{<i} r$. In this case Proposition 2.10 gives that

$$
\begin{array}{ll}
\underset{x y v_{<i} \epsilon_{\mathrm{R}} X Y V_{<i}}{\mathbb{E}}\left[\left|\left(V_{i} \mid x v_{<i} r\right)-\left(V_{i} \mid y v_{<i} r\right)\right|\right] \\
\left.=\underset{x y v_{<i} \epsilon_{\mathrm{R}} X Y V_{<i}}{\mathbb{E}}\left[\mid\left(V_{i} \mid x y v_{<i} r\right)-\left(V_{i} \mid y v_{<i} r\right)\right]\right] & \\
\leq \underset{v_{<i} \epsilon_{\mathrm{R}} V_{<i}}{\mathbb{E}}\left[\sqrt{I\left(X ; V_{i} \mid Y v_{<i} r\right)}\right] & \text { by Proposition } 2.10 \\
\leq \sqrt{\underset{v_{<i} \epsilon_{\mathrm{R}}}{\mathbb{E}} V_{<i}}\left[I\left(X ; V_{i} \mid Y v_{<i} r\right)\right] & \text { by convexity } \\
\leq \sqrt{\underset{v_{<i} \in}{\mathbb{E}} \epsilon_{\mathrm{R}} V_{<i}}\left[I\left(X ; V_{i} \mid Y v_{<i} r\right)+I\left(Y ; V_{i} \mid X v_{<i} r\right)\right] & \\
=\sqrt{I\left(X ; V_{i} \mid Y V_{<i} r\right)+I\left(Y ; V_{i} \mid X V_{<i} r\right)}
\end{array}
$$

Similarly, we see that the same inequality holds if $v_{i-1}$ is owned by $P_{y}$.
Thus we get that

$$
\begin{aligned}
\mathbb{E}\left[C_{i r}\right] & \leq \sqrt{I\left(X ; V_{i} \mid Y V_{i-1} r\right)+I\left(Y ; V_{i} \mid X V_{i-1} r\right)} \\
& =\sqrt{I\left(X ; V_{i} \mid Y V_{<i} r\right)+I\left(Y ; V_{i} \mid X V_{<i} r\right)}
\end{aligned}
$$

where the last equality follows from the fact that $V_{<i-1}$ is determined by $V_{i-1}$. Finally we apply the Cauchy Schwartz inequality to conclude that

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i=1}^{\mathrm{CC}(\pi)} C_{i r}\right] & =\sum_{i=1}^{\mathrm{CC}(\pi)} \mathbb{E}\left[C_{i r}\right] \\
& \leq \sqrt{\mathrm{CC}(\pi) \sum_{i=1}^{\mathrm{CC}(\pi)} \mathbb{E}\left[C_{i r}\right]^{2}} \\
& \leq \sqrt{\mathrm{CC}(\pi) \sum_{i=1}^{\mathrm{CC}(\pi)} I\left(X ; V_{i} \mid Y V_{<i} r\right)+I\left(Y ; V_{i} \mid X V_{<i} r\right)} \\
& =\sqrt{\mathrm{CC}(\pi)\left(I\left(X ; V^{\mathrm{CC}(\pi)} \mid Y r\right)+I\left(Y ; V^{\mathrm{CC}(\pi) \mid X r))}\right.\right.} \\
& =\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}\left(\pi_{r}\right)}
\end{aligned}
$$

We then get that overall the expected number of mistakes is small:
Lemma 5.4. $\mathbb{E}[\#$ of mistakes in simulating $\pi] \leq \sqrt{\mathrm{CC}(\pi) \cdot \mid \mathrm{IC}_{\mu}(\pi)}$.
Proof.

$$
\begin{aligned}
\mathbb{E}[\# \text { of mistakes in simulating } \pi] & =\underset{R}{\mathbb{E}}\left[\# \text { of mistakes in simulating } \pi_{R}\right] \\
& \leq \underset{R}{\mathbb{E}}\left[\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}\left(\pi_{R}\right)}\right] \\
& \leq \sqrt{\frac{\mathbb{E}}{R}\left[\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}\left(\pi_{R}\right)\right]} \\
& =\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)}
\end{aligned}
$$

Lemma 5.5. The distribution of the leaf sampled by $\tau_{\beta, \gamma}$ is $\gamma+\beta \frac{\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}(\pi)}}{\gamma}$ close to the distribution of the leaf sampled by $\pi$.

Proof. We show that in fact the probability that both players do not finish the protocol with the leaf $V_{\mathrm{CC}(\pi)}$ is bounded by $\gamma+\beta \frac{\sqrt{\mathrm{CC}(\pi) \cdot \cdot \mathrm{IC} \mu(\pi)}}{\gamma}$. This follows from a simple union bound - the leaf $V_{\mathrm{CC}(\pi)}$ can be missed in two ways: either the number of mistakes on the correct path is larger than $\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)} / \gamma$ (probability at most $\gamma$ by Lemma 5.6 and Markov's inequality) or our protocol fails to detect all mistakes (for each mistake this happens with probability $\beta$ ).

We set $\beta=\gamma^{2} / \mathrm{CC}(\pi)$. Then, since $\mathrm{CC}(\pi) \geq \mathrm{IC}_{\mu}(\pi)$, we get that the protocol errs with probability at most $\rho+2 \gamma$. On the other hand, by (5.2), the communication complexity of the protocol is at most $O\left(\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)} \log (\mathrm{CC}(\pi) / \beta) / \gamma\right)=O\left(\sqrt{\mathrm{CC}(\pi) \cdot \mathrm{IC}_{\mu}(\pi)} \log (\mathrm{CC}(\pi) / \gamma) / \gamma\right)$. Setting $\epsilon=2 \gamma$ proves the theorem.

## 6 Proofs for the Product Case

In this section we argue how to get a linear bound in the case that $\mu$ is a product distribution. We shall prove Theorem 1.3.

Throughout this section we assume that the distribution on $X, Y$ is a product distribution.
Again, we prove this via a reduction. We start with a protocol $\pi$ with $\mathrm{CC}(\pi)=D_{\rho}^{\mu^{n}}\left(f^{n}\right)$ such that $\pi$ computes $f^{n}$ with probability of error at most $\rho$ on inputs sampled according to $\mu^{n}$. Our first step shall be to get a protocol that computes $f^{n}$ but whose messages are smoothed out in the sense that every bit in the protocol is relatively close to being unbiased. We define a protocol that is a simulation of $\pi$ in the following way: for a parameter $\beta$ that we shall fix later, every time a player wants to send a bit in $\pi$, she instead sends $1000 \frac{\log (\mathrm{CC}(\pi) / \gamma)}{\beta^{2}}$ bits which are each independently chosen to be the correct value with probability $1 / 2+\beta$. The receiving player takes the majority of the bits sent to reconstruct the intended transmission. By the Chernoff bound, we have that the probability that any transmission is received incorrectly is at most $\gamma / \mathrm{CC}(\pi)$. By the union bound, this means that for every input, the distribution of the simulated transcript is $\gamma$-close to the correct distribution. We have thus argued the following claim:

Claim 6.1. For every $f, \mu, \rho, \gamma$, there exists a protocol $\pi$ computing $f^{n}$ with probability of error $\rho+\gamma$ on the distribution $\mu$ such that

$$
\mathrm{CC}(\pi)=O\left(\frac{D_{\rho}^{\mu^{n}}\left(f^{n}\right) \log \left(D_{\rho}^{\mu^{n}}\left(f^{n}\right) / \gamma\right)}{\beta^{2}}\right)
$$

and for every $x, y, v, i$ we have that

$$
\operatorname{Pr}\left[\pi(x, y)_{i+1}=1 \mid v^{i}\right] \in[1 / 2-\beta, 1 / 2+\beta] .
$$

In analogy with Theorem 1.9 and Theorem 3.1, Claim 6.1 leads to the following results:
Theorem 6.2 (Reduction to Small Information Content). For every $\gamma, \beta, \mu, f, \rho$ there exists a protocol $\tau$ computing $f$ on inputs drawn from $\mu$ with probability of error at most $\rho+\gamma$, such that

$$
\mathrm{CC}(\tau) \leq O\left(\frac{D_{\rho}^{\mu^{n}}\left(f^{n}\right) \log \left(D_{\rho}^{\mu^{n}}\left(f^{n}\right) / \gamma\right)}{\beta^{2}}\right)
$$

and

$$
\mathrm{IC}_{\mu}(\tau) \leq O\left(\frac{\mathrm{CC}(\tau) \log \mathrm{CC}(\tau)}{n}\right)
$$

Further, for every $x, y, j, t$, we have the $j$ 'th bit of the messages satisfies $\operatorname{Pr}\left[\tau(x, y)_{j}=1 \mid \tau(x, y)_{\leq j-1}=t\right] \in[1 / 2-\beta, 1 / 2+\beta]$.

For $f^{+n}$ we have the following theorem:
Theorem 6.3 (Reduction to Small Information Content). For every distribution $\mu$, there exists a protocol $\tau$ computing $f$ with probability of error $\rho+\gamma$ over the distribution $\mu$ with

$$
\mathrm{CC}(\tau) \leq O\left(\frac{D_{\rho}^{\mu^{n}}\left(f^{+n}\right) \log \left(D_{\rho}^{\mu^{n}}\left(f^{+n}\right) / \gamma\right)}{\beta^{2}}\right)+2 \log K
$$

such that if $\tau^{\prime}$ is the protocol that simulates all but the last $2 \log K$ bits of $\tau$, then

$$
\mathrm{IC}_{\mu}\left(\tau^{\prime}\right) \leq O\left(\frac{\mathrm{CC}\left(\tau^{\prime}\right) \log \mathrm{CC}\left(\tau^{\prime}\right)}{n}\right)
$$

Further, for every $x, y, j, t$, we have the $j$ 'th bit of the messages satisfies $\operatorname{Pr}\left[\tau^{\prime}(x, y)_{j}=1 \mid \tau(x, y)_{\leq j-1}=t\right] \in[1 / 2-\beta, 1 / 2+\beta]$.

To complete the proof, we need to show how to simulate the protocols $\tau$ in the above theorems with small communication complexity. We shall do this by proving the following theorem:
Theorem 6.4. There exists a constant $k$ such that for every $\epsilon>0$, if $\pi$ is a protocol such that for every $x, y, v, i$ we have that

$$
\operatorname{Pr}\left[\pi(x, y)_{i+1}=1 \mid v_{\leq i}\right] \in\left[\frac{1}{2}-\frac{1}{k \log (\mathrm{CC}(\pi) / \epsilon)}, \frac{1}{2}+\frac{1}{k \log (\mathrm{CC}(\pi) / \epsilon)}\right]
$$

Then for every product distribution $\mu$ on inputs $X, Y$ there exists a protocol $\tau$ and a function $p$ such that for every $x, y$ and every transcript $l$ of $\pi$,

$$
\frac{\operatorname{Pr}[p(\tau(x, y))=l]}{\operatorname{Pr}[\pi(x, y)=l]} \leq \exp (O(\epsilon))
$$

and the expected communication complexity of $\tau$ under the distribution $\mu$ is at most $\exp (O(\epsilon)) \mathrm{IC}_{\mu}(\pi)$.

We use the above theorems to prove our final theorem about product distributions:
Proof of Theorem 1.3. Let $\pi$ be a protocol satisfying the conclusions of Theorem 6.2 with $\beta$ set to $\frac{1}{k^{\prime} \log \left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) / \epsilon\right)}$ for some constant $k^{\prime} . k^{\prime}$ can be chosen to be large enough so that $\beta=\frac{1}{k^{\prime} \log \left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) / \epsilon\right)} \leq$ $\frac{1}{k \log (\mathrm{CC}(\pi) / \epsilon)}$ as in Theorem 6.4.

By Theorem 6.4, we get a protocol computing $f$ on the distribution $\mu$ with error $(\rho+\gamma) \exp (O(\epsilon))$ and expected communication $\exp (O(\epsilon)) \mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) \operatorname{polylog}\left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) / \gamma\right) / n$. Markov's inequality implies that by interrupting the protocol if it runs for too long, we can get a protocol that errs with probability $(\rho+\gamma) \exp (O(\epsilon))+\lambda$ and has communication complexity $\exp (O(\epsilon)) \mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right)$ polylog $\left(\mathrm{D}_{\rho}^{\mu^{n}}\left(f^{n}\right) / \gamma\right) / \lambda n$. Set $\lambda=\gamma=\rho$ and let $\exp (O(\epsilon))$ be a small enough constant to prove the theorem.

The proof for Theorem 1.6 is almost exactly the same, so we omit it.

### 6.1 Proof of Theorem 6.4

It only remains to prove Theorem 6.4. Set $\beta=1 / k \log (\mathrm{CC}(\pi) / \epsilon)$. We need the following definition:
Definition 6.5 (Conditional Divergence). Given a protocol $\pi$, a prefix $v$ of the transcript and $j \in[C C(v)]$, we define the $j$ 'th step divergence cost as

$$
\begin{aligned}
& \mathbb{D}_{x, j}^{\pi}(v) \stackrel{\text { def }}{=} \mathbb{D}\left(\left(\pi(x, Y)_{j} \mid v_{\leq j-1}\right) \|\left(\pi(X, Y)_{j} \mid v_{\leq j-1}\right)\right) \\
& \mathbb{D}_{y, j}^{\pi}(v) \stackrel{\text { def }}{=} \mathbb{D}\left(\left(\pi(X, y)_{j} \mid v_{\leq j-1}\right) \|\left(\pi(X, Y)_{j} \mid v_{\leq j-1}\right)\right)
\end{aligned}
$$

We define the divergence cost for the whole prefix as the sum of the step divergence costs

$$
\mathbb{D}_{x}^{\pi}(v) \stackrel{\text { def }}{=} \sum_{j=1}^{\mathrm{CC}(v)} \mathbb{D}_{x, j}^{\pi}(v), \quad \mathbb{D}_{y}^{\pi}(v) \stackrel{\text { def }}{=} \sum_{j=1}^{\mathrm{CC}(v)} \mathbb{D}_{y, j}^{\pi}(v)
$$

It is easy to check that

$$
\underset{X, Y, \pi(X, Y)}{\mathbb{E}}\left[\mathbb{D}_{X}^{\pi}(\pi(X, Y))+\mathbb{D}_{Y}^{\pi}(\pi(X, Y))\right]=\mathrm{IC}_{\mu}(\pi)
$$

Thus the conditional divergence is in some sense a measure of the amount of information revealed by the relevant prefix of the transcript. Observe that $\mathbb{D}_{x}^{\pi}(v)$ is a function only of $x$ and $v$. Further, we have that if the node corresponding to $v_{\leq j-1}$ is owned by $x$, then $\mathbb{D}_{y, j}^{\pi}(v)=0$, since conditioned on $v_{\leq j-1}, Y$ is independent of $V_{j}$.

We use the fact that the bits in our protocol are close to uniform to show that the step divergence is at most $O(\beta)$ for each step:

Proposition 6.6. For every $j, \mathbb{D}_{x, j}^{\pi}(v)$ and $\mathbb{D}_{y, j}^{\pi}(v)$ are bounded by $O(\beta)$.
Proof. This follows from the fact that all probabilities for each step lie in $[1 / 2-\beta, 1 / 2+\beta]$. The worst the divergence between two distributions that lie in this range can be is clearly $\log \left(\frac{1 / 2+\beta}{1 / 2-\beta}\right)=$ $\log (1+O(\beta))=O(\beta)$.

Next, for every prefix $v$ of the transcript, and inputs $x, y$, we define a subset of the prefixes of potential transcripts that start with $v, \mathcal{B}_{v x y}$ in the following way: we include $w$ in $\mathcal{B}_{v x y}$ if and only if for every $w^{\prime}$ that is a strict prefix of $w$,

$$
\max \left\{\sum_{j=\mathrm{CC}(v)+1}^{\mathrm{CC}\left(w^{\prime}\right)} \mathbb{D}_{x, j}^{\pi}\left(w^{\prime}\right), \sum_{j=\mathrm{CC}(v)+1}^{\left\|w^{\prime}\right\|} \mathbb{D}_{y, j}^{\pi}\left(w^{\prime}\right)\right\}<\beta,
$$

and we have that $w$ itself is either a leaf or satisfies

$$
\max \left\{\sum_{j=\mathrm{CC}(v)+1}^{\mathrm{CC}(w)} \mathbb{D}_{x, j}^{\pi}(w), \sum_{j=\mathrm{CC}(v)+1}^{\|w\|} \mathbb{D}_{y, j}^{\pi}(w)\right\} \geq \beta
$$

The set $\mathcal{B}_{v x y}$ has the property that every path from $v$ to a leaf of the protocol tree must intersect exactly one element of $\mathcal{B}_{v x y}$, i.e. if we cut all paths at the point where they intersect $\mathcal{B}_{v x y}$, we get a protocol tree that is a subtree of the original tree. We define the distribution $B_{v x y}$ on the set $\mathcal{B}_{v x y}$ as the distribution on $\mathcal{B}_{v x y}$ induced by the protocol $\pi$. Namely we sample from $B_{v x y}$ by sampling from $\pi(x, y) \mid v$ and then taking the unique vertex of $\mathcal{B}_{v x y}$ that the sampled path intersects. Similarly, we define the distributions $B_{v x}, B_{v y}, B_{v}$ on $\mathcal{B}_{v x y}$ to be the distributions obtained by first sampling a path according to $\pi(x, Y)|v, \pi(X, y)| v, \pi(X, Y) \mid v$ and then taking the unique vertices in $\mathcal{B}_{v x y}$ that these paths intersect. For every transcript $w$, the players can compute the element of $\mathcal{B}_{v x y}$ that intersects the path $w$ by communicating $2 \log \mathrm{CC}(\pi)$ bits.

Given, these definitions, we are now ready to describe our simulation protocol. The protocol proceeds in rounds. In each round the players shall use rejection sampling to sample some consecutive part of the transcript.

### 6.1.1 A single round

The first protocol, shown in Figure 6 assumes that we have already sampled the prefix $v$. We define the protocol for some constant $t$ that we shall set later.

Note that $B_{v}(w)=\prod_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(w)} \operatorname{Pr}\left[\pi(X, Y)_{\leq i+1}=w_{\leq i+1} \mid \pi(X, Y)_{\leq i}=w_{\leq i}\right]$. We write $B_{v}^{x}(w)$ to denote the part of this product that corresponds to nodes sampled by $P_{x}$, and $B_{v}^{y}(w)$ to denote the part that corresponds to nodes sampled by $P_{y}$. Thus $B_{v}=B_{v}^{x} B_{v}^{y}$. We use $B_{v x}^{x}, B_{v x}^{y}$ etc to denote the analogous functions. Then note that since $X, Y$ are independent, we have that $B_{v x}^{y}=B_{v}^{y}$. Thus we get

$$
\begin{equation*}
\left(\frac{B_{v x}}{B_{v}}\right)\left(\frac{B_{v y}}{B_{v}}\right)=\left(\frac{B_{v}^{y} B_{v x y}^{x}}{B_{v}^{x} B_{v}^{y}}\right)\left(\frac{B_{v x y}^{y} B_{v}^{x}}{B_{v}^{x} B_{v}^{y}}\right)=\frac{B_{v x y}^{x} B_{v x y}^{y}}{B_{v}^{x} B_{v}^{y}}=\frac{B_{v x y}}{B_{v}} \tag{5}
\end{equation*}
$$

This suggests that our protocol should pick a transcript distributed according to $B_{v x y}$. We shall argue that the subsequent prefix of the transcript sampled by the protocol in Figure 6 cannot be sampled with much higher probability than what it is sampled with in the real distribution. Let $B_{v x y}^{\prime}$ denote the distribution of the accepted prefix of $\tau_{v, t}$.

Claim 6.7 (No sample gets undue attention). For every prefix $w$,

$$
B_{v x y}^{\prime}(w) / B_{v x y}(w) \leq 2 \exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right)
$$

## Protocol $\tau_{v, t}$

1. Both players use public randomness to sample a path according to $\pi(X, Y) \mid v$ and communicate $2 \log \mathrm{CC}(\pi)$ bits to sample an element $w$ of $\mathcal{B}_{v x y}$ according to the distribution $B_{v}$.
2. $P_{x}$ samples a bit $a_{1}$ which is 1 with probability

$$
\min \left\{\frac{B_{v x}(w)}{t B_{v}(w)}, 1\right\}
$$

3. $P_{y}$ samples a bit $a_{2}$ which is 1 with probability

$$
\min \left\{\frac{B_{v y}(w)}{t B_{v}(w)}, 1\right\}
$$

4. If both $a_{1}$ and $a_{2}$ were 1 , they accept $w$. Else they repeat the protocol.

Figure 6: The protocol to sample a subsequent part of the transcript

We shall also show that the expected communication complexity of this protocol is not too high:
Claim 6.8 (Small number of rounds). The expected communication complexity of $\tau_{v}$ is at most

$$
\frac{O\left(t^{2}\right)}{1-\exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right)}
$$

Claim 6.7 and Claim 6.8 will follow from the following claim:
Claim 6.9.
$\operatorname{Pr}_{w \in B_{r x y}}\left[\frac{B_{v x}(w)}{B_{v}(w)} \geq t\right] \leq \exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right), \quad \operatorname{Pr}_{w \in_{R} B_{v x y}}\left[\frac{B_{v y}(w)}{B_{v}(w)} \geq t\right] \leq \exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right)$
Let us first argue that Claim 6.7 follows from Claim 6.9.
Proof of Claim 6.7. Set $a$ to be the function that maps any $w \in \mathcal{B}_{v x y}$ to $\min \left\{(1 / t) \frac{B_{v x}(w)}{B_{v}(w)}, 1\right\}$. $\min \left\{(1 / t) \frac{B_{v y}(w)}{B_{v}(w)}, 1\right\}$. Set $a^{\prime}=(1 / t) \frac{B_{v x}(w)}{B_{v}(w)}(1 / t) \frac{B_{v y}(w)}{B_{v}(w)}$. Then clearly $a^{\prime}(w) \geq a(w)$ for every $w$. Applying Equation 4, we get

$$
a^{\prime}=\left(1 / t^{2}\right)\left(\frac{B_{v x}}{B_{v}}\right)\left(\frac{B_{v y}}{B_{v}}\right)=\left(1 / t^{2}\right) \frac{B_{v x y}}{B_{v}}
$$

Thus $B_{v x y}=\beta a^{\prime} \cdot B_{v}$ for some constant $\beta$. By Proposition B.3, applied to $a^{\prime}, a$ and the distributions $D=B_{v x y}, D^{\prime}=B_{v x y}^{\prime}$, we have that for every $w$,

$$
\frac{B_{v x y}^{\prime}(w)}{B_{v x y}(w)} \leq \frac{1}{1-\operatorname{Pr}_{w \epsilon_{\mathrm{R}}} B_{v x y}\left[a^{\prime}(w) \geq a(w)\right]}
$$

On the other hand, by the union bound and Claim 6.9,

$$
\operatorname{Pr}_{w \epsilon_{\mathrm{R}} B_{v x y}}\left[a^{\prime}(w) \geq a(w)\right] \leq \operatorname{Pr}_{w \epsilon_{\mathrm{R}} B_{v x y}}\left[\frac{B_{v x}(w)}{B_{v}(w)} \geq t \vee \frac{B_{v y}(w)}{B_{v}(w)} \geq t\right] \leq 2 \exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right)
$$

Since $1 /(1-z) \leq 1+O(z)$ for $z \in(0,1 / 10)$, we get Claim 6.7.
Now we show Claim 6.8 assuming Claim 6.9.
Proof of Claim 6.8. We shall use Proposition B.4. We need to estimate the probability that the first round of $\tau_{v, t}$ accepts its sample. This probability is exactly

$$
\sum_{w \in \mathcal{B}_{v x y}} B_{v}(w) \min \left\{(1 / t) \frac{B_{v x}(w)}{B_{v}(w)}, 1\right\} \cdot \min \left\{(1 / t) \frac{B_{v y}(w)}{B_{v}(w)}, 1\right\}
$$

Let $A \subset \mathcal{B}_{v x y}$ denote the set $\left\{w: \frac{B_{v x}(w)}{B_{v}(w)} \leq t \wedge \frac{B_{v y}(w)}{B_{v}(w)} \leq t\right\}$. Then we see that the above sum can be lower bounded:

$$
\begin{aligned}
& \sum_{w \in \mathcal{B}_{v x y}} B_{v}(w) \min \left\{(1 / t) \frac{B_{v x}(w)}{B_{v}(w)}, 1\right\} \cdot \min \left\{(1 / t) \frac{B_{v y}(w)}{B_{v}(w)}, 1\right\} \\
& \geq\left(1 / t^{2}\right) \sum_{w \in A} B_{v}(w)\left(\frac{B_{v x}(w)}{B_{v}(w)}\right)\left(\frac{B_{v y}(w)}{B_{v}(w)}\right)=\left(1 / t^{2}\right) \sum_{w \in A} B_{v x y},
\end{aligned}
$$

where the last equality follows from Equation 4.
Finally, we see that Claim 6.9 implies that $\sum_{w \in A} B_{v x y} \geq 1-\exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right)$. Proposition B. 4 then gives the bound we need.

Next we prove Claim 6.9. To do this we shall need to use a simple generalization of Azuma's inequality, which we prove in Appendix A.

Proof of Claim 6.9. Let $W$ be a random variable distributed according to $B_{v x y}$. Set $Z_{\mathrm{CC}(v)+1}, \ldots, Z_{\mathrm{CC}(\pi)}$ to be real valued random variables such that if $i \leq \mathrm{CC}(W)$,

$$
Z_{i}=\log \left(\frac{\operatorname{Pr}\left[\pi(x, Y)_{i}=W_{i} \mid v W_{\leq i-1}\right]}{\operatorname{Pr}\left[\pi(X, Y)_{i}=W_{\leq i} \mid v W_{\leq i-1}\right]}\right) .
$$

If $i>\operatorname{CC}(W)$, set $Z_{i}=0$. Observe that $\mathbb{E}\left[Z_{i} \mid w_{\leq i-1}\right]=\mathbb{D}_{x, i}^{\pi}(w)$. We also have that

$$
\begin{align*}
\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)} Z_{i} & =\log \left(\frac{\operatorname{Pr}\left[\pi(x, Y)^{\mathrm{CC}(w)}=w \mid v\right]}{\operatorname{Pr}\left[\pi(X, Y)^{\mathrm{CC}(w)}=w \mid v\right]}\right) \\
& =\log \left(\frac{B_{v x}(w)}{B_{v} w}\right) \tag{6}
\end{align*}
$$

Next set $T_{i}=Z_{i}-\mathbb{E}\left[Z_{i} \mid Z_{i-1}, \ldots, Z_{1}\right]$. Note that $\mathbb{E}\left[T_{i} \mid T_{i-1}, \ldots, T_{1}\right]=0$ (in fact the stronger condition that $\mathbb{E}\left[T_{i} \mid Z_{i-1}, \ldots, Z_{1}\right]=0$ holds). For every $w \in \mathcal{B}_{v x y}$, we have that

$$
\begin{gathered}
\sup \left(T_{i} \mid w_{\leq i-1}\right) \leq \max \left\{\log \left(\frac{\operatorname{Pr}\left[\pi(x, Y)_{i}=0 \mid w_{\leq i-1}\right]}{\operatorname{Pr}\left[\pi(X, Y)_{i}=0 \mid w_{\leq i-1}\right]}\right), \log \left(\frac{\operatorname{Pr}\left[\pi(x, Y)_{i}=1 \mid w_{\leq i-1}\right]}{\operatorname{Pr}\left[\pi(X, Y)_{i}=1 \mid w_{\leq i-1}\right]}\right)\right\} \\
\inf \left(T_{i} \mid w_{\leq i-1}\right) \geq \min \left\{\log \left(\frac{\operatorname{Pr}\left[\pi(x, Y)_{i}=0 \mid w_{\leq i-1}\right]}{\operatorname{Pr}\left[\pi(X, Y)_{i}=0 \mid w_{\leq i-1}\right]}\right)-\mathbb{D}_{x, i}^{\pi}(w), \log \left(\frac{\operatorname{Pr}\left[\pi(x, Y)_{i}=1 \mid w_{\leq i-1}\right]}{\operatorname{Pr}\left[\pi(X, Y)_{i}=1 \mid w_{\leq i-1}\right]}\right)-\mathbb{D}_{x, i}^{\pi}(w)\right\}
\end{gathered}
$$

By Proposition 2.8 and using the fact that $\pi(x, Y)=1 \in[1 / 2-\beta, 1 / 2+\beta]$ we can bound

$$
\begin{align*}
\sup \left(T_{i} \mid w_{\leq i-1}\right) & \leq \log \left(\frac{1 / 2-\beta+\sqrt{\mathbb{D}_{x, i}^{\pi}(w)}}{1 / 2-\beta}\right) \\
& =\log \left(1+O\left(\sqrt{\mathbb{D}_{x, i}^{\pi}(w)}\right)\right) \\
& =O\left(\sqrt{\mathbb{D}_{x, i}^{\pi}(w)}\right)  \tag{7}\\
& \begin{aligned}
& \inf \left(T_{i} \mid w_{\leq i-1}\right) \geq \log \left(\frac{1 / 2-\beta}{1 / 2-\beta+\sqrt{\mathbb{D}_{x, i}^{\pi}(w)}}\right)-\mathbb{D}_{x, i}^{\pi}(w) \\
&=\log \left(1-O\left(\sqrt{\mathbb{D}_{x, i}^{\pi}(w)}\right)\right) \\
&=-O\left(\sqrt{\mathbb{D}_{x, i}^{\pi}(w)}\right),
\end{aligned}
\end{align*}
$$

as long as $\beta<1 / 10$.
Equation 6 and Equation 7 imply that for $w \in \mathcal{B}_{v x y}$,

$$
\begin{equation*}
\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)}\left(\sup \left(T_{i}\right)-\inf \left(T_{i}\right) \mid w_{\leq i-1}\right)^{2} \leq \sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)} O\left(\mathbb{D}_{x, i}^{\pi}(w)\right)=O(\beta) \tag{9}
\end{equation*}
$$

For every $w$,

$$
\begin{align*}
\left(\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)} T_{i}\right) \mid w & =\left(\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)} Z_{i}\right) \mid w-\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)} \mathbb{E}\left[Z_{i} \mid w_{\leq i-1}\right] \\
& =\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(w)} \log \left(\frac{\operatorname{Pr}\left[\pi(x, Y)_{i}=w_{i} \mid v \pi(x, Y)_{\leq i-1}=w_{\leq i-1}\right]}{\operatorname{Pr}\left[\pi(X, Y)_{i}=w_{i} \mid \pi(X, Y)_{\leq i-1}=v w_{\leq i-1}\right]}\right)-\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(w)} \mathbb{D}_{x, i}^{\pi}(w) \\
& \geq \log \left(\frac{B_{v x}(w)}{B_{v} w}\right)-O(\beta) \tag{10}
\end{align*}
$$

where the last inequality follows from the definition of $\mathcal{B}_{v x y}$, Proposition 6.6 and Equation 5.

Thus we can use Theorem A. 1 to bound

$$
\begin{array}{ll}
\operatorname{Pr}_{w \in_{\mathrm{R}} B_{v x y}}\left[\frac{B_{v x}(w)}{B_{v}(w)} \geq t\right] \\
\leq \operatorname{Pr}_{w \in_{\mathrm{R}} B_{v x y}}\left[\log \left(\frac{B_{v x}(w)}{B_{v}(w)}\right) \geq \log t\right] & \\
\leq \operatorname{Pr}\left[\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)} T_{i} \geq \log t-O(\beta)\right] & \text { by Equation } 9 \\
\leq \exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\sum_{i=\mathrm{CC}(v)+1}^{\mathrm{CC}(\pi)}\left(\sup \left(T_{i}\right)-\inf \left(T_{i}\right) \mid w_{\leq i-1}\right)^{2}}\right)\right) & \\
\leq \exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right) & \text { by Equation } 8
\end{array}
$$

### 6.1.2 The whole protocol

Our final protocol for computing $f$ is shown in Figure 7.

## Protocol $\tau_{t}$

1. The players publicly sample the public randomness $v \in_{\mathrm{R}} R$ for $\pi$.
2. The players repeatedly run $\tau_{v, t}$ to get a new prefix $v$. They stop only when they reach a leaf of the protocol tree for $\pi$.

Figure 7: The protocol to sample a subsequent part of the transcript
We first argue that our simulation returns the correct answer with decent probability. We shall actually argue that the probability for any returned transcript does not increase by too much. To ease notations, let us set

$$
\alpha \stackrel{\text { def }}{=} \exp \left(-\Omega\left(\frac{\log t-O(\beta)}{\beta}\right)\right)
$$

Set $t$ to be a large enough constant so that $\alpha=\exp (-\Omega(1 / \beta))=\exp \left(-\Omega\left(\log \left(\operatorname{CC}(\pi)^{k} / \epsilon^{k}\right)\right)\right)$. Set $k$ to be large enough so that $\alpha \leq \epsilon / \log \mathrm{CC}(\pi)$.

Let $L$ denote the random variable of the sampled transcript returned by $\tau_{t}$. Then by Claim 6.7, we get that for every leaf $l$,

$$
\begin{equation*}
\frac{\operatorname{Pr}[L=l \mid x y]}{\operatorname{Pr}[\pi(x, y)=l]} \leq(1+\alpha)^{\mathrm{CC}(\pi)}=\exp (O(\epsilon)) \tag{11}
\end{equation*}
$$

Next we bound the expected communication of the protocol. First observe that if the protocol accepts a leaf $l$, then the protocol must have involved $O\left(\mathbb{D}_{x}^{\pi}(l)+\mathbb{D}_{y}^{\pi}(l)\right)$ rounds. The expected number of bits communicated in each of these rounds is independent of $l$ by Proposition B.1, and is $\frac{t^{2}}{1-\alpha}$ by Claim 6.8. Thus the expected communication complexity of the protocol can be bounded

$$
\begin{aligned}
& \underset{x, y, l \epsilon_{\mathbb{R}} X, Y, L}{\mathbb{E}}\left[O\left(\left(\mathbb{D}_{x}^{\pi}(l)+\mathbb{D}_{y}^{\pi}(l)\right) \frac{t^{2}}{1-\alpha}\right)\right] \\
& =\frac{O\left(t^{2}\right)}{1-\alpha} \underset{x, y \epsilon_{\mathrm{R}} X, Y}{\mathbb{E}}\left[\sum_{l} \operatorname{Pr}[L=l \mid x, y]\left(\mathbb{D}_{x}^{\pi}(l)+\mathbb{D}_{y}^{\pi}(l)\right)\right] \\
& \leq O(1) \underset{x, y \epsilon_{\mathbb{R}} X, Y}{\mathbb{E}}\left[\sum_{l} \exp (O(\epsilon)) \operatorname{Pr}[\pi(x, y)=l]\left(\mathbb{D}_{x}^{\pi}(l)+\mathbb{D}_{y}^{\pi}(l)\right)\right] \quad \text { by Equation } 10 \\
& =\exp (O(\epsilon)) \underset{X, Y}{\mathbb{E}}\left[\mathbb{D}_{X}^{\pi}(\pi(X, Y))+\mathbb{D}_{Y}^{\pi}(\pi(X, Y))\right] \\
& =\exp (O(\epsilon)) \mathbb{C}_{\mu}(\pi)
\end{aligned}
$$

This completes the proof of Theorem 6.4.
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## A A simple generalization of Azuma's inequality

We shall need the following theorem, whose proof appears in $\left[\mathrm{JHM}^{+} 98\right]$. For completeness, we reproduce the part of the proof we need here:

Theorem A. 1 (Azuma). Let $T_{1}, \ldots, T_{k}$ be real valued random variables such that for every $i$, we have $\mathbb{E}\left[T_{i} \mid T_{i-1}, \ldots, T_{i}\right] \leq 0$. Set $A_{i}=\left(\sup \left(T_{i}\right)-\inf \left(T_{i}\right) \mid T_{i-1}, \ldots, T_{1}\right)^{2}$. Then if $\sum_{i=1}^{k} A_{i}^{2} \leq c$, for every $\alpha>0$,

$$
\operatorname{Pr}\left[\sum_{i=1}^{k} T_{i} \geq \alpha\right] \leq \exp \left(2 \alpha^{2} / c\right)
$$

To prove the theorem, we need the following lemma appearing as Lemma 2.6 in $\left[\mathrm{JHM}^{+} 98\right]$ :
Lemma A.2. Let $X$ be a real valued random variable with $\mathbb{E}[X]=0$ and $X \in[a, b]$ almost surely. Then $\mathbb{E}[\exp (X)] \leq \exp \left(\frac{(b-a)^{2}}{8}\right)$.

Proof of Theorem A.1. First, we assume without loss of generality that $\mathbb{E}\left[T_{i} \mid T_{i-1}, \ldots, T_{i}\right] \leq 0$. We can do this by changing each random variable $T_{i}$ to $T_{i}-\mathbb{E}\left[T_{i} \mid T_{i-1}, \ldots, T_{1}\right]$. This does not change any of the conditions above, and only increases $\operatorname{Pr}\left[\sum_{i} T_{i} \geq \alpha\right]$.

By Markov's inequality, for every positive $\lambda$ we have

$$
\operatorname{Pr}\left[\sum_{i=1}^{k} T_{i} \geq \alpha\right]=\operatorname{Pr}\left[\exp \left(\lambda \sum_{i=1}^{k} T_{i}\right)>\exp (\lambda \alpha)\right] \leq \mathbb{E}\left[\exp \left(\lambda \sum_{i=1}^{k} T_{i}\right)\right] \exp (-\lambda \alpha)
$$

Next we show by induction on $k$ that $\mathbb{E}\left[\exp \left(\lambda \sum_{i=1}^{k} T_{i}\right)\right] \leq \sup \left(\prod_{i=1}^{k} \mathbb{E}\left[\exp \left(\lambda T_{i}\right) \mid T_{i-1}, \ldots, T_{1}\right]\right)$. The case $k=1$ is trivial. For general $k$ we compute

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(\lambda \sum_{i=1}^{k} T_{i}\right)\right] & =\mathbb{E}\left[\exp \left(\lambda T_{1}\right) \mathbb{E}\left[\exp \left(\lambda \sum_{i=2}^{k} T_{i}\right) \mid T_{1}\right]\right] \\
& \leq \mathbb{E}\left[\exp \left(\lambda T_{1}\right)\right] \sup \left(\prod_{i=2}^{k} \mathbb{E}\left[\exp \left(\lambda T_{i}\right) \mid T_{i-1}, \ldots, T_{1}\right]\right) \quad \text { by induction } \\
& =\sup \left(\mathbb{E}\left[\exp \left(\lambda T_{1}\right)\right] \prod_{i=2}^{k} \mathbb{E}\left[\exp \left(\lambda T_{i}\right) \mid T_{i-1}, \ldots, T_{1}\right]\right) \\
& =\sup \left(\prod_{i=1}^{k} \mathbb{E}\left[\exp \left(\lambda T_{i}\right) \mid T_{i-1}, \ldots, T_{1}\right]\right)
\end{aligned}
$$

Thus we can bound

$$
\begin{aligned}
\operatorname{Pr}\left[\sum_{i=1}^{k} T_{i} \geq \alpha\right] & \leq \exp (-\lambda \alpha) \sup \left(\prod_{i=1}^{k} \mathbb{E}\left[\exp \left(\lambda T_{i}\right) \mid T_{i-1}, \ldots, T_{1}\right]\right) \\
& \leq \exp (-\lambda \alpha) \sup \left(\prod_{i=1}^{k} \exp \left(\frac{\lambda^{2} A_{i}^{2}}{8}\right)\right) \quad \text { by Lemma A.2 } \\
& =\exp (-\lambda \alpha) \sup \left(\exp \left(\frac{\sum_{i=1}^{k} \lambda^{2} A_{i}^{2}}{8}\right)\right) \\
& =\exp (-\lambda \alpha) \exp \left(\sup \left(\frac{\sum_{i=1}^{k} \lambda^{2} A_{i}^{2}}{8}\right)\right) \\
& \leq \exp \left(-\lambda \alpha+\lambda^{2} c / 8\right)
\end{aligned}
$$

Setting $\lambda=4 \alpha / c$, we get that

$$
\operatorname{Pr}\left[\sum_{i=1}^{k} T_{i} \geq \alpha\right] \leq \exp \left(-2 \alpha^{2} / c\right)
$$

## B Analyzing Rejection Sampling

In this section we give some basic facts about rejection sampling. For a distribution $C$ supported on some finite set $\mathcal{C}$ and a function $a: \mathcal{C} \rightarrow[0,1]$, Figure 8 describes a generic rejection sampling algorithm.

## Algorithm Rejection Sampling.

1. Sample an element $z \in_{\mathrm{R}} C$.
2. Accept it with probability $a(z)$, else go to the first step.

Figure 8: Generic Rejection Sampling

We prove some simple properties of this kind of sampling. Let $D^{\prime}$ denote the random variable of the sampled element. Let $R$ denote the random variable that counts the number of rounds before the algorithm accepts the sample. Then we see that $D^{\prime}$ is independent of $R$, since for any integers $c, c^{\prime}, D^{\prime} \mid R=c$ has the same distribution as $D^{\prime} \mid R=c^{\prime}$.

Proposition B.1. $D^{\prime}$ is independent of $R$.
We then see that $D^{\prime}(w)=\operatorname{Pr}[(R=1) \wedge w$ is accepted $] / \operatorname{Pr}[R=1]=C(w) a(w) / \operatorname{Pr}[R=1]$. We have shown the following claim:

Claim B.2. For some constant $\alpha, D^{\prime}=\alpha a \cdot C$.
Set $b=a^{\prime}-a$. Then $D=\beta a^{\prime} \cdot C=\beta C \cdot(a+b)$. Thus, by Claim B.2, there exists a distribution $D^{\prime \prime}$ such that $D^{\prime}$ is a convex combination $D=\beta^{\prime} D^{\prime \prime}+\left(1-\beta^{\prime}\right) D^{\prime}$. In particular, this implies that $\frac{D^{\prime}(w)}{D(w)} \leq \frac{1}{1-\beta^{\prime}}$. We bound $\beta^{\prime} \leq \operatorname{Pr}\left[D^{\prime} \in \operatorname{Supp}\left(D^{\prime \prime}\right)\right]=\operatorname{Pr}_{w \epsilon_{\mathrm{R}} D}\left[a^{\prime}(w) \geq a(w)\right]$. This gives us the following two bounds:

Proposition B.3. Let $D=\beta a^{\prime} \cdot C$ be a distribution such that $a^{\prime}(w) \geq a(w)$ for every $w$. Then for every $w, \frac{D^{\prime}(w)}{D(w)} \leq \frac{1}{\left.1-\operatorname{Pr}_{w \epsilon_{R} D} D a^{\prime}(w) \geq a(w)\right]}$.

Proposition B.4. The expected number of rounds that the above protocol runs for is $1 / \operatorname{Pr}[R=1]$.
Proof. From the construction, we see that $\mathbb{E}[R]=\operatorname{Pr}[R=1]+(1-\operatorname{Pr}[R=1])(1+\mathbb{E}[R])$. Rewriting this, we get $\mathbb{E}[R]=1 / \operatorname{Pr}[R=1]$.

## C Finding The First Difference in Inputs

Proof Sketch for Lemma 2.14. Without loss of generality, we assume that $k=2^{t}$ for an integer $t$ (if not, we can always pad the input strings with 0 's until the lengths are of this form before running the protocol). For a parameter $C$, we define a labeled tree of depth $C \log (k / \epsilon)=C(t+\log (1 / \epsilon)$ as follows. The root of the tree is labeled by the interval $\left[1,2^{t}\right]$. For $i$ ranging from 0 to $t-1$, every node at depth $i$ labeled by $[a, b]$ has two children, corresponding to splitting the interval $[a, b]$ into equal parts. Thus the left one is labeled by the interval $\left[a, b-2^{t-i+1}\right]$ and the right one is labeled by $\left[a+2^{t-i+1}, b\right]$. Thus at depth $t$ there are $2^{t}$ nodes, each labeled by $[a, a]$ for distinct $a$ 's from $\left[2^{t}\right]$. Every node at depth $\geq t$ has exactly one child, labeled the same as the parent.

In the protocol, the players shall try to narrow down where the first difference in their inputs is by taking a walk on the tree. At each step, the players first check that the interval they are on is correct, and then try to narrow down their search. For any integer $a \in[n]$, let $x_{a}$ denote
the prefix of $x$ of length $a$. To check whether a given interval $[a, b]$ contains the index that they seek, the players will use public randomness to pick random functions $h_{1}:\{0,1\}^{a} \rightarrow[18]$ and $h_{2}:\{0,1\}^{b} \rightarrow[18]$ and compare $h_{1}\left(x_{a}\right)$ with $h_{1}\left(y_{a}\right)$ and $h_{2}\left(x_{b}\right)$ with $h_{2}\left(y_{b}\right)$. The probability of getting an incorrect answer is thus at most $1 / 9$.

For a parameter $C$, the protocol works as follows:

1. The players set $v$ to be the root of the tree.
2. The players run the tests described above to check whether the index with the first difference lies in the interval corresponding to $v$ and in those corresponding to $v$ 's children. If the tests are consistent, and indicate that the interval for $v$ does not contain the index, the players set $v$ to be the parent of the old $v$ (or leave it unchanged if $v$ is the root). If the tests are consistent and indicate that the interval of one of the children contains the index, the players set $v$ to be that child. If the tests are inconsistent, the players leave $v$ unchanged.
3. Step 2 is repeated $C(t+\log (1 / \epsilon))$ times.
4. If the final vertex is labeled by an interval of the form $[a, a]$, output $a$. Else conclude that the input strings are equal.

To analyze the protocol, fix $x$ and $y$. Note that if $x=y$, then the protocol never fails. So let us assume that $x \neq y$ and assume that $a$ is the first index at which $x, y$ differ. Then let $w$ denote the vertex in the tree of largest depth that is labeled by $[a, a]$. Next we direct the edges of the tree so that at every vertex, the only outgoing edge points to the neighbor that is closer to $w$ in terms of shortest path distance. Then observe that at every step of our protocol, $v$ is changed to a neighbor that is closer to $w$ with probability at least $2 / 3$. Further, our protocol succeeds as long as the number of correct steps on the tree exceeds the number of incorrect steps by $t$. This happens as long as the number of correct steps is at least $C / 2(t+\log (1 / \epsilon))+t / 2$. Since the expected number of correct steps is $2 C / 3(t+\log (1 / \epsilon))$, we get that the bad event happens only when we deviate from the expected number by $C / 6(t+\log (1 / \epsilon))-t / 2>(C / 6-1 / 2)(t+\log (1 / \epsilon))$. By the Chernoff bound, the probability that this happens is at $\operatorname{most} \exp \left(\Omega\left((C / 6-1 / 2)^{2}(t+\log (1 / \epsilon))\right)\right)$. Setting $C$ to be a large enough constant makes this error at most $\epsilon$.
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