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#### Abstract

We present new explicit constructions of deterministic randomness extractors, dispersers and related objects. We say that a distribution $X$ on binary strings of length $n$ is a $\delta$-source if $X$ assigns probability at most $2^{-\delta n}$ to any string of length $n$. For every $\delta>0$ we construct the following poly $(n)$-time computable functions:


2-source disperser: $D:\left(\{0,1\}^{n}\right)^{2} \rightarrow\{0,1\}$ such that for any two independent $\delta$-sources $X_{1}, X_{2}$ we have that the support of $D\left(X_{1}, X_{2}\right)$ is $\{0,1\}$.
Bipartite Ramsey graph: Let $N=2^{n}$. A corollary is that the function $D$ is a 2 -coloring of the edges of $K_{N, N}$ (the complete bipartite graph over two sets of $N$ vertices) such that any induced subgraph of size $N^{\delta}$ by $N^{\delta}$ is not monochromatic.
3-source extractor: $E:\left(\{0,1\}^{n}\right)^{3} \rightarrow\{0,1\}$ such that for any three independent $\delta$-sources $X_{1}, X_{2}, X_{3}$ we have that $E\left(X_{1}, X_{2}, X_{3}\right)$ is $o(1)$-close to being an unbiased random bit.
No previous explicit construction was known for either of these for any $\delta<1 / 2$, and these results constitute significant progress to long-standing open problems.

A component in these results is a new construction of condensers that may be of independent interest: This is a function $C:\{0,1\}^{n} \rightarrow\left(\{0,1\}^{n / c}\right)^{d}$ (where $c$ and $d$ are constants that depend only on $\delta$ ) such that for every $\delta$-source $X$ one of the output blocks of $C(X)$ is (exponentially close to) a 0.9 -source. (This result was obtained independently by Ran Raz).

The constructions are quite involved and use as building blocks other new and known objects. A recurring theme in these constructions is that objects which were designed to work with independent inputs, sometimes perform well enough with correlated, high entropy inputs.

The construction of the disperser is based on a new technique which we call "the challengeresponse mechanism" that (in some sense) allows "identifying high entropy regions" in a given pair of sources using only one sample from the two sources.

Categories and Subject Descriptors: G.2.1 [Discrete Mathematics]: Combinatorics
General Terms: Theory.
Keywords: Ramsey Graphs, Explicit Constructions, Extractors, Dispersers, Condensers.
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## 1 Introduction

Randomness extraction is the problem of distilling the entropy present in "weak random sources" into a useful, (nearly) uniform distribution. Its importance and wide applicability to diverse theoretical and practical areas of computer science has motivated a large body of research over the last 20 years.

The goal of this research is to design a "randomness extractor function" $f$ such that when applying $f$ on an input chosen according to certain probability distributions (that is on "weak random sources of randomness") one obtains outputs which are (statistically close) to uniformly distributed coin tosses. Much of this research assumes only that the given "weak source" has sufficient (min)entropy ${ }^{1}$, and that extractors can use an extra, short uniformly distributed independent "seed" to aid in distilling the randomness. Such a seed (of logarithmic length) is easily seen to be necessary in this setup. This line of research focuses on explicitly constructing extractors of small seed (and long output). The survey [Sha02] explains some of the recent developments in this area, and the papers [LRVW03, GUV09] contain the current state-of-art constructions in terms of the seed length and output length.

However, certain applications (especially in cryptography) cannot "afford" the use of an extra random seed (see e.g. [MP90, DS02, BST03]). To do without it, one must impose additional conditions (beyond entropy content) on the class of sources from which one extracts. This body of work, which includes [vN51, BLu86, SV84, CG88, OL89, VAZ87, CW89, CGH ${ }^{+} 85$, TV00, MU01, KZ06, GRS04] considers a variety of restrictions, mostly structural, on the given sources, and shows how to extract from them deterministically (that is without an additional seed).

This paper provides several new explicit constructions of seedless extractors, dispersers and related objects (all defined below), significantly improving on previous results. We also give several weaker constructions, which are not quite seedless, but only use seeds of constant size. These are important as building blocks of the seedless ones, and some are interesting in their own right.

We now turn to describe some of the new constructions, and for each discuss history and related work. (We also discuss work that is subsequent to the publication of the conference version of this paper in Section 1.4). For the sake of brevity and clarity, we skip some of our results, and state others in less than full generality and precision.

### 1.1 Multiple Independent Sources

Background. Perhaps the most natural condition allowing seedless extraction is that instead of one source with high entropy, we have several independent ones. This model was suggested by Santha and Vazirani [SV84], and further studied by Chor and Goldreich [CG88] (who introduced the now standard notion of min-entropy).

A function $f:\left(\{0,1\}^{n}\right)^{\ell} \rightarrow\{0,1\}^{m}$ is called an $\ell$-source extractor (with entropy requirement $k$ and error parameter $\epsilon$ ) if for every $\ell$ independent distributions $X_{1}, \cdots, X_{\ell}$, each with min-entropy $k$, the distribution $f\left(X_{1}, \cdots, X_{\ell}\right)$ (obtained by applying $f$ on a sample from each source) has distance at most $\epsilon$ from the uniform distribution on $\{0,1\}^{m}$. The distance from the uniform distribution is measured according to statistical distance (see Section 3 for precise definitions).

For this model, the probabilistic method easily gives the best that can be hoped for: two sources and $\Theta(\log n)$ min-entropy suffice (and are necessary) for extraction. Moreover, such a function can be computed in time $2^{O\left(n^{2}\right)}$. While this is a far cry from the explicitness we want (that is we want

[^1]extractors computable in poly(n)-time), it will be used as a building block in our constructions. We call such a function opt (for Optimal Extractor).

For two sources the best known explicit construction requires in contrast min-entropy $>n / 2 .^{2}$ The Hadamard function Had : $\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$ defined by $\operatorname{Had}(x, y)=\langle x, y\rangle(\bmod 2)$ was shown by [CG88] to be an extractor for two sources with rate slightly larger than $1 / 2$. Moreover, a natural variant $\mathrm{Had}^{\prime}$ which outputs $m=\Omega(n)$ was shown to be an extractor in [VAz87] under the same conditions (see a simplified and improved analysis in [DEOR04]). The Hadamard function and its extension to long outputs Had' will be an important building block in our construction. Constructing explicit extractors that work with sources with rate smaller than $1 / 2$ was open for many years even if one allows the extractor to use a large number of sources $\ell<n$.

Recently, [BIW04] (using the Sum-Product theorem of [BKT04]) gave an extractor that, for any $\delta>0$ uses only a constant $\ell=\operatorname{poly}(1 / \delta) \delta$-sources. ${ }^{3}$ Moreover, on $n$-bit sources, their extractor outputs $n$ bits and is exponentially close to uniform. The analysis seems to require that the total entropy in all sources is at least the length of one source (and hence that $\ell>1 / \delta$ ). Still, this too will be a building block in our new constructions in which the number of sources is a constant independent of $\delta$.

New Results. We construct a 3 -source extractor which outputs a (nearly) unbiased bit (or any constant number of bits) for every entropy rate $\delta>0$. That is, we prove the following theorem:

Theorem 1.1 (3-source extractor). For every constants $\delta, \epsilon>0$ and $m \in \mathbb{N}$, and for every sufficiently large integer $n$ there exists a poly $(n)$-time computable 3 -source extractor 3ext : $\{0,1\}^{n \times 3} \rightarrow$ $\{0,1\}^{m}$ such that for every three independent $\delta$-sources $X_{1}, X_{2}, X_{3}$, the distribution $3 \operatorname{ext}\left(X_{1}, X_{2}, X_{3}\right)$ is within $\epsilon$ statistical distance to the uniform distribution over $\{0,1\}^{m}$.

We remark that there are subsequent works which can use a constant number of sources for lower rates and achieve better error. We discuss subsequent work in Section 1.4.

### 1.2 Bipartite Ramsey Graphs and 2-Source Dispersers

Ramsey Graphs. The probabilistic method was first used by Erdos to show the existence of Ramsey graphs: That is, a 2-coloring of the edges of the complete graph on $N$ vertices such that no induced subgraph of size $K=(2+o(1)) \log N$ is monochromatic. The best known explicit construction of such a coloring by [FW81] only achieves a much larger value: $K=2^{\Theta(\sqrt{\log N \log \log N)} .4}$

Bipartite Ramsey graphs. An even harder variant of this problem is the bipartite Ramsey problem: Construct a 2 -coloring of the edges of the complete $N$ by $N$ bipartite graph such that no induced $K$ by $K$ subgraph is monochromatic. Setting $N=2^{n}$, a coloring is a function $f$ : $\left(\{0,1\}^{n}\right)^{2} \rightarrow\{0,1\}$. It immediately follows that every 2 -source extractor $f$ with entropy-rate $\delta$ is a coloring for the bipartite Ramsey problem with $K=N^{\delta}$. We remark that it is easy to transform a bipartite Ramsey graph on $2 N$ vertices into a (standard) Ramsey graph on $N$ vertices while only multiplying $K$ by two (thus explicit constructions of bipartite Ramsey graphs immediately translate into explicit constructions of Ramsey graphs). Until recently, the best known explicit

[^2]construction of bipartite Ramsey graphs was that implied by the aforementioned Hadamard 2source extractor achieving $K>N^{1 / 2}$. Recently, a slight improvement to $K=N^{1 / 2} / 2^{\sqrt{\log N}}$ (which in our terminology translates to $\delta=1 / 2-1 / \sqrt{n}$ ) was given by Pudlák and Rödl [PR04]. ${ }^{5}$ '

2-source dispersers. An equivalent formulation of this problem is constructing a 1-bit output 2source disperser which is a well-known relaxation of an extractor. A 2 -source (zero-error) disperser of entropy rate $\delta$ is a function disp : $\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ such that for every 2 independent $\delta$-sources $X_{1}, X_{2}$ we have that the support of $\operatorname{disp}\left(X_{1}, X_{2}\right)$ is $\{0,1\}^{m}$. In words, every possible output occurs when the inputs range over all possible values in $X_{1}, X_{2}$ (and so only the support matters, not the individual probabilities in the input sources). ${ }^{6}$ Note that when $m=1$, a disperser is equivalent to a bipartite Ramsey graph with $K=N^{\delta}$.

New Results. We give an explicit construction of a 2 -source disperser for any constant rate $\delta>0$ and any constant output length $m$. Our disperser has the additional guarantee that every output is obtained with at least a constant probability, which depends only on $\delta$ and on the number of output bits. This construction can therefore be seen as being in between a disperser and an extractor. We prove the following theorem:

Theorem 1.2 (Two-source disperser). For every constants $\delta>0$ and $m \in \mathbb{N}$, and for every sufficiently large integer $n$ there exists a poly $(n)$-time computable function disp : $\{0,1\}^{n \times 2} \rightarrow\{0,1\}^{m}$ such that for every two independent $\delta$-sources $X_{1}, X_{2}$ over $\{0,1\}^{n}$, the support of $\operatorname{disp}\left(X_{1}, X_{2}\right)$ is $\{0,1\}^{m}$. Moreover, there exists a constant $\vartheta=\vartheta(m, \delta)>0$, such that for every $z \in\{0,1\}^{m}$,

$$
\operatorname{Pr}\left[\operatorname{disp}\left(X_{1}, X_{2}\right)=z\right] \geq \vartheta(m, \delta)
$$

We immediately obtain the following corollary.
Corollary 1.3 (Bipartite Ramsey Graph). For every constant $\delta>0$ there is a constant $\vartheta>0$ and polynomial time algorithm such that for sufficiently large $N$ the algorithm computes a 2-coloring $c$ of the edges of the complete $N$ by $N$ bipartite graph $K_{N, N}$. (More precisely, when given an edge $(x, y)$ the algorithm runs in time polynomial in the length of its input and produces a color $c(x, y))$. Furthermore, the coloring c has the property that every induced subgraph of size $N^{\delta}$ by $N^{\delta}$ has a $\vartheta$ proportion of edges of both colors (and in particular is not monochromatic).

The result of Frankl and Wilson [FW81] gives explicit construction of Ramsey graphs with better parameters. We stress that [FW81] only achieves Ramsey graphs and not bipartite Ramsey graphs. In addition [FW81] only guarantees that no set of appropriate size is monochromatic. Therefore the aforementioned additional guarantee in our disperser can be seen as a qualitative improvement of the Frankl-Wilson construction for the case of Ramsey graphs.

We remark that there are subsequent works which extend the techniques of this paper and give a 2 -source disperser for smaller min-entropy requirement which in turn translate to improved bipartite Ramsey graphs. More details are given in Section 1.4.

[^3]
## 1.3 (1-Source) Somewhere Condensers

Intuitively, a condenser is a function whose output distribution is "denser" (has higher entropy rate) than its input distribution. Condensing can be viewed as a weaker form of extraction and indeed some constructions of extractors proceed by iterated condensing. Various condensers appear in [RR99, RSW00, RVW00, TSUZ07, LRVW03, CRVW02] and other works, mainly as building blocks to constructing extractors and expanders.

It is not hard to see that, like extractors, there are no deterministic condensers. However, unlike extractors, which require logarithmic seed, condensing is possible (for interesting parameters) with only constant length seed. As usual, this was shown via the probabilistic method, and no explicit construction was known. All constructions in the papers above either use a super-constant seed, or use a constant seed without guaranteeing the condensing property. ${ }^{7}$

New Results. We give the first explicit constant seed condenser for linear entropy. Loosely speaking, we show that for every $\delta>0$ there are integers $c, d$ and a poly $(n)$-time computable function con : $\{0,1\}^{n} \rightarrow\left(\{0,1\}^{n / c}\right)^{d}$ (i.e. con maps $n$ bit strings into $d$ blocks of length $n / c$ ), such that for every $\delta$-source $X$ there is at least one output block of $\operatorname{con}(X)$ that is (exponentially close to) having entropy rate $\geq 0.9$. Here the 0.9 is an arbitrary constant - we can get as close as we want to 1 . (The precise statement appears in Section 5 and is slightly more technical - it allows the output distribution of con to be a convex combination of distributions with the aforementioned property). We call these objects somewhere condensers.

As we shall see, this condenser is not only interesting in its own right, but it also serves as a basic block in our new constructions. Roughly speaking, it gives us the means to break the $1 / 2$ rate barrier, as it converts an input source of rate below that barrier into one (of a few output blocks something to be dealt with) whose rate is above that barrier.

Independently from our paper Raz [Raz05] gave a similar construction of a somewhere condenser (achieving the same parameters as our construction). Furthermore, using a new variant of the [LRVW03] merger, Raz constructs a condenser with the advantage that most of the output blocks are condensed.

### 1.4 Some Related Subsequent Work

In this section we survey related work that is subsequent to the publication of the conference version of this paper.

2-source extractors. The Hadamard extractor mentioned earlier was improved in two ways: Bourgain [Bov05] constructed an extractor for two $\delta$-sources with rate $\delta<1 / 2$ (more precisely, there exists a constant $\alpha>0$ such that his extractor can work with sources of rate $\delta=(1 / 2-\alpha)$ ). Raz [Raz05] constructed two source extractors where one of the sources is allowed to have very small entropy (logarithmic in $n$ ) while the other source requires rate $>1 / 2$.
$O(1)$-source extractors. Rao [Ra006] constructed extractors which can use $O(\log n / \log k)$ sources with min-entropy $k$. Note that for $k=n^{\alpha}$ this gives extractors for $O(1 / \alpha)$ sources. Barak et al. [BRSW06] gave an improved version of this extractor that achieves exponentially smaller error. Raz [Raz05] used some of the methodology developed in this paper as well as his aforementioned 2 -source

[^4]extractor to give 3 -source extractors which improve over ours in the sense that two of the three sources are allowed to have logarithmic min-entropy.

2-source dispersers and bipartite Ramsey graphs. Pudlak [Pud06] gave a different (and simpler) construction of a coloring of the edges of the full bipartite $N$ by $N$ graph with 3 colors such that no induced subgraph of size $N^{1 / 2-\epsilon}$ by $N^{1 / 2-\epsilon}$ is monochromatic for some fixed small $\epsilon$.

Gabizon and Shaltiel [GS08] improved the output length in our construction of 2 -source dispersers. Their construction starts with the disperser of this paper and extends it to achieve an output length of $m=\Omega(n)$ where the hidden constant depends on $\delta$.

Finally, building on the techniques introduced in this paper, Barak et al. [BRSW06] improved the main result of this paper and constructed a 2 -source disperser for min-entropy $n^{o(1)}$. This translates into an improved construction of a bipartite Ramsey graph. In fact, this improved construction also improves the best previous construction of (non-bipartite) Ramsey graphs due to [FW81].

Condensers Zuckerman [Zuc06] gave another construction of a somewhere condenser with improved constants.

### 1.5 Organization of the Paper

In Section 2 we give a high level overview of our constructions. In Section 3 we give some preliminaries. In Section 4 we give formal definitions of less standard concepts that we use in the paper. The construction of the somewhere condenser is presented in Section 5. We use this construction to construct a new object which we call a "2-source somewhere extractor" in Section 6 . This new object is used as a building block in our latter constructions. The construction of our 3 -source extractor is presented in Section 7. The construction of our 2-source disperser is given in Section 8. In Section 9 we show that our 2-source disperser has the stronger property that any element in the output is obtained with constant probability. We present some conclusions and open problems in Section 10.

## 2 Techniques and Overview of the Main Constructions

In this section we give a high level overview of our constructions. The description is informal and we allow ourselves to oversimplify and ignore many technicalities in order to present the main ideas that are used in the constructions and proofs. The reader can skip this section at any time and move to the later sections for precise statements and proofs.

### 2.1 A Somewhere Condenser with a Constant Number of Output Blocks

The first object that we construct is a somewhere-condenser con. This is a function that receives an $n$-bits $\delta$-source $X$ and outputs $d$ blocks each of length $n / c$ (where $c$ and $d$ are constants that depend on $\delta$ ) and has the guarantee that "one of the output blocks" is (close to) a 0.9 -source. ${ }^{8}$ This "final condenser" con is constructed by first constructing a "basic condenser" bcon in which the rate of the "good" output block is only guaranteed to improve slightly (namely to $(1+\lambda(\delta)) \cdot \delta$ where $\lambda(\delta)>0$ is an increasing function of $\delta$ ). To obtain the final condenser con we apply bcon a constant number of times to condense from rate $\delta$ to rate 0.9 .

[^5]

Figure 1: A 2-source somewhere extractor sext.
We now explain how to construct the basic condenser bcon. We make use of an extractor construction of Barak, Impagliazzo and Wigderson [BIW04] which gives that for every $\delta>0$ there is a constant $\ell$ and an $\ell$-source extractor ext which given $\ell n$-bits $\delta$-sources produces an $n$-bit source that is close to uniform. When given an $n$-bit source $X$, we partition it into $\ell$ blocks $X_{1}, \ldots, X_{\ell}$ each on strings of length $m=n / \ell$ and $\operatorname{bcon}(X)$ outputs the blocks $X_{1}, \ldots, X_{\ell}$ and the additional block $\operatorname{ext}\left(X_{1}, \ldots, X_{\ell}\right)$. Note that it is not necessarily the case that $X_{1}, \ldots, X_{\ell}$ are independent $\delta$-sources. However, we argue that if none of the blocks $X_{1}, \ldots, X_{\ell}$ has rate larger significantly than $\delta$ then these blocks are "sufficiently independent" so that applying ext gives a source with rate significantly larger than $\delta$.

To explain the intuition behind the proof note that if we measure Shannon entropy rather than min-entropy then by the chain rule for Shannon entropy we have that

$$
\sum_{1 \leq i \leq \ell} H\left(X_{i}\right) \geq \sum_{1 \leq i \leq \ell} H\left(X_{i} \mid X_{1}, \ldots, X_{i-1}\right)=H(X) \geq \delta n=\ell \cdot(\delta m)
$$

Therefore, if it isn't the case that there exists an $i$ such that $H\left(X_{i}\right)>\delta m$ then for every $i$, $H\left(X_{i}\right)=\delta m$ and $H\left(X_{i}\right)=H\left(X_{i} \mid X_{1}, \ldots, X_{i-1}\right)$ which implies that $X_{1}, \ldots, X_{\ell}$ are independent and we apply ext in a setting where it is guaranteed to extract.

The actual proof imitates the argument above but is more complex as min-entropy does not have a well behaved notion of conditional entropy. Furthermore, note that we want to condense to rate larger than $(1+\lambda) \delta$ (as opposed to rate larger than $\delta$ ). We show that if none of the $X_{i}$ 's has a significantly improved rate then if we compare the distribution of (the correlated variables) $X_{1}, \ldots, X_{\ell}$ to an experiment where we take samples from $X_{1}, \ldots, X_{\ell}$ in an independent way, then events that happen with small probability in the second experiment cannot have much larger probability in the first experiment.

### 2.2 A 2-source "Somewhere Extractor"

Our two main constructions in this paper are a 3 -source extractor and a 2 -source disperser. For both, an essential building block, is a 2 -source somewhere extractor sext (short for "somewhere extractor") for linear entropy, which we describe next.


Figure 2: A 4-source extractor 4ext.

What we prove is that for every $\delta>0$ there are integers $c, \ell$ and a poly $(n)$-time computable function s_ext: $\left(\{0,1\}^{n}\right)^{2} \rightarrow\left(\{0,1\}^{n / c}\right)^{\ell}$, such that for every two independent $\delta$-sources $X_{1}, X_{2}$ there is at least one output block s_ext $\left(X_{1}, X_{2}\right)_{i}$ which is (exponentially close to) uniform.

Constructing the somewhere extractor sext is simple, given the condenser con of the previous subsection. To compute sext $\left(X_{1}, X_{2}\right)$, compute the output blocks of $\operatorname{con}\left(X_{1}\right)$ and $\operatorname{con}\left(X_{2}\right)$. By definition, some output block of each has rate $>.9$. We don't know which, but we can try all pairs! For each pair we compute the aforementioned Vazirani variant Had' of the Hadamard 2-source extractor for rate $>1 / 2\left[\mathrm{~V}_{\mathrm{A} 887}\right]$ to obtain a constant number of linear length blocks, one of which is exponentially close to uniform. Formally, if $d$ is the number of output block of con, then sext will produce $\ell=d^{2}$ blocks, with sext $\left(X_{1}, X_{2}\right)_{(i, j)}=\operatorname{Had}^{\prime}\left(\operatorname{con}\left(X_{1}\right)_{i}, \operatorname{con}\left(X_{2}\right)_{j}\right)$. This construction is depicted in Figure 1.

To see the power of this gadget, let us first see (intuitively) how to get from it a deterministic 4 -source extractor for linear entropy. Later we will employ it in several ways to get our 2 -source disperser.

### 2.3 A 4-source Extractor (and a 3-Source One)

In this subsection we explain how to construct a 4 -source extractor 4 ext, and then how to modify it to the promised 3 -source extractor 3ext. These will combine the 2 -source somewhere extractor sext with the aforementioned nonexplicit optimal 2 -source extractor opt.

Recall that our 2-source somewhere extractor sext produces a constant number (say) $\ell$ of linear length output blocks, one of which is random. First we note that we can w.l.o.g. assume that sext produces $\ell$ shorter blocks with the same guarantee (as a prefix of a random string is random).

Let us indeed output only a constant $b$ bits in every block (satisfying $b \geq \log (\ell b))$. Concatenating all output blocks of this s_ext $\left(X_{1}, X_{2}\right)$ gives us a distribution (say $Z_{1}$ ) on $\ell b$ bits with min-entropy $\geq b$. If we have 4 sources, we can get another independent such distribution $Z_{2}$ from s_ext ( $X_{3}, X_{4}$ ). But note that these are two independent distributions on a constant number of bits with sufficient min-entropy for (existential) 2-source extraction. Now apply an optimal (nonexplicit) 2 -source extractor on $Z_{1}, Z_{2}$ to get a uniform bit; as $\ell b$ is only a constant, such an extractor can be found


Figure 3: A 3-source extractor 3ext.
in constant time by brute-force search! To sum up, our 4 -source extractor is

$$
4 \operatorname{ext}\left(\left(X_{1}, X_{2}\right) ;\left(X_{3}, X_{4}\right)\right)=\operatorname{opt}\left(\operatorname{sext}\left(X_{1}, X_{2}\right), \operatorname{sext}\left(X_{3}, X_{4}\right)\right)
$$

See Figure 2 for a schematic description of this construction.
Reducing the number of sources to 3 illustrates a simple idea we'll need later. We note that essentially all 2 -source constructions mentioned above are "strong". This term, borrowed from the seeded extractor literature, means that the output property is guaranteed for almost every way of fixing the value of one of the two input sources. With this in mind, we can reuse (say) $X_{2}$ in the second somewhere extractor sext instead of $X_{4}$ to yield a 3-source extractor

$$
3 \operatorname{ext}\left(\left(X_{1}, X_{2}, X_{3}\right)=\operatorname{opt}\left(\operatorname{sext}\left(X_{1}, X_{2}\right), \operatorname{sext}\left(X_{3}, X_{2}\right)\right)\right.
$$

This construction is depicted in Figure 3. A randomly chosen sample $x_{2}$ from $X_{2}$ will w.h.p have the property that both sext $\left(X_{1}, x_{2}\right)$ and $\operatorname{sext}\left(X_{3}, x_{2}\right)$ are somewhere random. Note that once $X_{2}$ is fixed to a value $x_{2}$ the two aforementioned distributions are independent. It follows that for most fixed values of $X_{2}$ we apply opt on independent distributions with sufficient entropy and we indeed obtain an output that is (close to) uniform.

### 2.4 A 2-Source Disperser

In this subsection we give a high level overview of our construction of a 2 -source disperser. The construction is significantly more complicated than those of the previous objects and relies on the somewhere extractor s_ext and the nonuniform optimal 2 -source extractor opt that we explained previously.

An appealing approach to construct a 2-source disperser (or a 2-source extractor) is to try and select the "correct output block" of a somewhere random extractor. That is, when given two inputs $x, y$ that are sampled from independent $\delta$-sources $X, Y$ one can run s_ext $(x, y)$ to obtain $d$ output blocks where one of them is random and then try to select the correct output block. An obvious obstacle is that the only information available to the disperser at this point is the pair of inputs $x, y$ and this doesn't suffice to determine the correct block.

An important contribution of this paper is showing that this naive idea can be implemented in some setups. To explain how the naive idea can make sense we need the notion of subsources that is explained next.

### 2.4.1 Subsources and a high level outline

We say that an $n$-bit source $X^{\prime}$ is a subsource of an $n$-bit source $X$ if there exists a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ such that $\operatorname{Pr}[f(X)=1]>0$ and $X^{\prime}=(X \mid f(X)=1)$ (that is the conditional distribution of $X$ when conditioned on the event $\{f(X)=1\}$ ). We call $\{f(X)=1\}$ a defining event for $X^{\prime}$. We construct the disperser by designing two procedures:

- somewhere extractor seext ${ }^{\prime}(x, y)$ (with roughly the same parameters as that of sext).
- A function select $(x, y)$ which when given $x, y$ outputs a name of an output block of sext'.

We will show that: For any two independent $\delta$-sources $X, Y$ there exists a subsource $\tilde{X}$ of $X$ and a subsource $\tilde{Y}$ of $Y$ (note that $\tilde{X}, \tilde{Y}$ are independent by definition) such that:

- There is a constant $i$ such that $\operatorname{select}(\tilde{X}, \tilde{Y})$ outputs $i$ with probability very close to one.
- s_ext ${ }^{\prime}(\tilde{X}, \tilde{Y})_{i}$ is (very close to) uniform and therefore it outputs every output string $z \in$ $\{0,1\}^{m}$ with positive probability.

Together, these two properties give that $\operatorname{disp}(x, y)=\operatorname{sext}(x, y)_{\operatorname{select}(x, y)}$ is a 2 -source disperser. This is because disp indeed outputs any possible output string $z$ with positive probability when applied on $\tilde{X}, \tilde{Y}$. Furthermore, the defining events $\left\{f_{1}(X)=1\right\}$ and $\left\{f_{2}(Y)=1\right\}$ of the subsources $\tilde{X}, \tilde{Y}$ both have positive probability and are independent. It follows that when we sample from $(X, Y)$ we have positive probability to land in $\left\{f_{1}(X)=1 \cap f_{2}(Y)=1\right\}$ and when this happens we output $z$ with positive probability.

### 2.4.2 Nicely structured sources

Before explaining how to construct the procedures seext' and select we observe that any $\delta$-source $X$ has a subsource $X^{\prime}$ that is "nicely structured". (The "good subsource" $\tilde{X}$ guaranteed above is going to be a subsource of $X^{\prime}$ which in addition to being nicely structured will have additional properties). We now explain what we mean by a nicely structured source. Given an $n$ bit source $X$ we partition it into $t=10 / \delta$ blocks (each of length $\delta n / 10$ bits) which we denote by $X_{1}, \ldots, X_{t}$. When given an $i \in[t]$ we consider three blocks: $X_{<i}$ (the concatenation of $X_{1}, \ldots, X_{i-1}$ ), $X_{i}$ (the $i$ 'th block) and $X_{>i}$ (the concatenation of $X_{i+1}, \ldots, X_{t}$ ). We say that a source $X$ is nicely structured according to $i \in[t]$ if $X_{>i}$ is fixed to some constant value, $X_{i}$ has constant rate and $X_{<i}$ has constant rate when conditioned on $X_{i}$. It is not hard to show that indeed every $\delta$-source has a nicely structured subsource $X^{\prime}$. In order to explain this argument at a high level let us replace min-entropy with Shannon entropy (the actual proof uses a similar strategy but is more complicated as min-entropy does not have well behaved notion of conditional entropy). By the chain rule for entropy we have that:

$$
\delta n \leq H(X)=\sum_{i \in[t]} H\left(X_{i} \mid X_{i+1}, \ldots, X_{t}\right)
$$

Let $i$ be the largest index such that $H\left(X_{i} \mid X_{i+1}, \ldots, X_{t}\right) \geq(\delta / 2) \cdot(n / t)$ (in words that the conditional rate of the $i$ 'th block is larger than $\delta / 2$ ). Note that such an index must exist. Furthermore,
note that $H\left(X_{<i} \mid X_{i}, X_{>i}\right) \geq \delta n-(\delta n / 2+\delta n / 10) \geq \delta n / 4$. This is because by the way we chose $i$, $H\left(X_{>i}\right)<\delta n / 2$ and we also have that $H\left(X_{i}\right) \leq\left|X_{i}\right|=\delta n / 10$ and so the remaining entropy must lie in $X_{<i}$. Let $X^{\prime}$ be the subsource $\left(X \mid X_{>i}=z\right)$ for some "typical string" $z$ and note that $X^{\prime}$ is nicely structured.

### 2.4.3 The somewhere extractor sext': extracting from nicely structured sources

It turns out that we have already constructed an extractor for two independent nicely structured sources! We can show that given two independent sources $\tilde{X}, \tilde{Y}$ that are nicely structured according to $\left(i_{1}, i_{2}\right)$ respectively, applying our 4 -source extractor $4 \operatorname{ext}\left(\tilde{X}_{<i_{1}}, \tilde{Y}_{i_{2}}, \tilde{Y}_{<i_{2}}, \tilde{X}_{i_{1}}\right)$ produces a uniform output. This is somewhat surprising as the four distributions above are not independent. Still, we show that they are sufficiently independent for the argument showing the correctness of 4 ext to go through. We will not explain why this is the case in this high level outline. Let us just mention that the reasoning is similar in spirit to the case of the analysis of 3ext and once again the "strongness property" of sext plays an important role in the argument.

We now explain how to design the aforementioned somewhere extractor sext'. This extractor will have $t^{2}$ output blocks where we think of each block $i \in\left[t^{2}\right]$ as a pair $\left(i_{1}, i_{2}\right) \in[t]^{2}$. We define sext ${ }^{\prime}(x, y)$ to be the output of 4ext when partitioning $x, y$ according to $\left(i_{1}, i_{2}\right)$. Note that we indeed have that for any two nicely structured sources $\tilde{X}, \tilde{Y}$ there exists an $i=\left(i_{1}, i_{2}\right)$ such that $\operatorname{sext}(\tilde{X}, \tilde{Y})_{i}$ produces a uniform output.

It may not be clear at this point why the construction of seext' gives progress over that of seext. After all, sext is a somewhere extractor that works on any sources (not necessarily nicely structured). The main advantage is that we will be able to couple sext' with a function select that will find the right output block $i=\left(i_{1}, i_{2}\right)$ when applied on nicely structured sources.

### 2.4.4 Selecting using the "challenge-response mechanism"

Consider a source $X$ that is nicely structured according to an index $i_{1} \in[t]$. Our goal is to show that we can find the index $i_{1}$. (We remark that in the final argument $X$ will be a nicely structured subsource of the original source).
The following properties of $i_{1}$ will allow us to find it:

- For $i \geq i_{1}, X_{>i}$ is fixed (as $X_{>i_{1}}$ is fixed).
- For $i<i_{1}, X_{>i}$ has constant rate (as $X_{>i}$ contains $X_{i_{1}}$ as a substring, and $X_{i_{1}}$ has constant rate).

Thus to "select" $i_{1}$ we need a test that will distinguish the case that $X_{>i}$ is fixed from the case when $X_{>i}$ has constant rate.

An important contribution of this paper is developing a methodology (which we call "the challenge-response mechanism") that gives such a test. The construction and analysis of the test are quite involved and require many details. A precise description of the construction appears in Section 8.1 and a detailed high level informal overview of the analysis appears in Section 8.2.

In the remainder of this informal overview we attempt to present the high level ideas that come into the challenge-response mechanism (without presenting the precise construction). In order to do this we make an unjustified simplifying assumption and assume the existence of a very strong object (stronger than the disperser that we are constructing, and in fact so strong that it doesn't even exist). We explain how to select the "right block" using this object. We later comment how one can replace the simplifying assumption with the components that are available to us.

Unjustified simplifying assumption: A 1-source somewhere extractor: We assume that for any $\delta>0$ there exist integers $\ell, c$ and a poly $(n)$-time computable function 1 ext : $\{0,1\}^{n} \rightarrow$ $\left(\{0,1\}^{n / c}\right)^{\ell}$ such that for any $\delta$-source $X$ there exists $i \in[\ell]$ such that $1 \operatorname{ext}(X)_{i}$ is uniformly distributed.

It is easy to show that such an object does not exist. Still we now explain how using this object one can design a function select $(x)$ that "selects" the correct index $i_{1}$ (in a sense to be explained precisely below) when applied on a nicely structured source. In the actual proof we design a more complicated function select that is applied on samples $x, y$ from the two independent sources. Jumping ahead we mention that instead of 1ext we will use the somewhere extractor seext (that indeed produces a somewhere random distribution when applied on two independent constant rate sources).

### 2.4.5 The function select

Let $X^{\prime}$ be a nicely structured source according to index $i_{1}$. Recall that we are assuming the existence of the 1 -source somewhere extractor 1ext. We design a function $\operatorname{select}(x)$ with the following property: There exists a subsource $\tilde{X}$ of $X^{\prime}$ that is nicely structured according to $i_{1}$ such that select $(\tilde{X})$ outputs $i_{1}$ with probability one.

Let us first observe why this is good enough for our purposes. When given a $\delta$-source $X$ we already showed that it has a nicely structured subsource $X^{\prime}$ and we now show that this subsource has a nicely structured subsource $\tilde{X}$ on which select chooses the "correct index" $i_{1}$ with probability close to one. Therefore, this subsource $\tilde{X}$ has the two properties listed in Section 2.4.1 needed for our construction to succeed.
We now explain how to implement the function select $(x)$ :
Challenge strings: For every $i \in[t]$ we compute $c_{i}(x)=1 \operatorname{ext}\left(x_{>i}\right)$ (we call these strings "challenge strings"). In this application of 1 ext we output $\ell$ blocks of length $k$ for some large constant $k$. It follows that the overall length of challenge strings is some constant $\ell k$.

Response strings: We compute $r(x)=1 \operatorname{ext}(x)$. In this application of 1 ext we output $\ell$ blocks of length $\ell k$ (that is the length of challenge strings). In other words, $r(x)$ is composed of a constant number of blocks $r_{1}(x), \ldots, r_{\ell}(x)$ (which we call response strings) where each one is of length of a challenge string.

We say that "the $i$ 'th challenge is responded" if there exists a response string $r_{v}$ such that $r_{v}=c_{i}$. The function select outputs the minimal $i$ such that the $i$ 'th challenge is responded (if there exists such an $i$ ). We first observe the following properties of challenge strings and response strings:

Constant rate block: If $X$ is a source such that $X_{>i}$ has constant rate then for any $v$ : $\operatorname{Pr}\left[r_{v}(X)=c_{i}(X)\right] \leq 2^{-k}$.

Fixed block: If $X$ is a source such that $X_{>i}$ is fixed then there exists a $v$ such that: $\operatorname{Pr}\left[r_{v}(X)=c_{i}(X)\right] \geq \rho$ where $\rho=2^{-\ell k}<2^{-k}$.

Before explaining why these two properties hold, let us explain why they are useful. This is not obvious at all. It would have made more sense if we could guarantee that $\rho$ is very close to one. In that case, the event we are considering distinguishes between the two cases and intuitively this can help us find out which of the two cases happened. However, the way the two items are stated, the
two properties above do not seem helpful as they do not distinguish between the two cases. (For example, it can be the case that the probability is $2^{-k}$ in both cases).

In order to use the properties above we note that $X_{>i_{1}}^{\prime}$ is fixed and by the second property (the fixed block case) there exists a $v_{1}$ such that $\operatorname{Pr}\left[r_{v_{1}}\left(X^{\prime}\right)=c_{i_{1}}\left(X^{\prime}\right)\right] \geq \rho$. Let us consider the subsource:

$$
\tilde{X}=\left(X^{\prime} \mid r_{v_{1}}\left(X^{\prime}\right)=c_{i_{1}}\left(X^{\prime}\right)\right)
$$

Note that in this subsource the challenge $c_{i_{1}}$ is responded with probability one! Furthermore as $\rho$ is a constant the conditioning above reduces the entropy of $X^{\prime}$ by a constant number of bits. This means that $\tilde{X}$ has roughly the same entropy as $X^{\prime}$ and is therefore also nicely structured. We already observed that this gives that for any $i<i_{1}, \tilde{X}_{>i}$ has constant rate and so by the first property above (the constant rate case) for any $v, \operatorname{Pr}\left[r_{v}(\tilde{X})=c_{i}(\tilde{X})\right] \leq 2^{-k}$. We can choose the constant $k$ large enough to do a union bound over all response strings and it follows that w.h.p. the $i$ 'th challenge string is not responded. We can proceed and do a union bound over all $i<i_{1}$ and conclude that w.h.p. on all these $i$ 's the $i$ 'th challenge is not responded which means that $\operatorname{select}(\tilde{X})=i_{1}$ as required! Note that we indeed have that $\tilde{X}$ is a subsource of $X$ which meets all our requirements.

Finally, let us verify that the two properties above hold: For the constant rate block case note that for any value $r$ of any response string $r_{v}$ we have that conditioning on the event $\left\{r_{v}(X)=r\right\}$ reduces the entropy by at most the length of the response string which is constant. Thus, $X_{>i}$ still retains constant rate and so $c_{i}(X)=1 \operatorname{ext}\left(X_{>i}\right)$ has an output block of length $k$ that is uniformly distributed. It follows that for any response string $r_{v}, \operatorname{Pr}\left[r_{v}(X)=c_{i}(X)\right] \leq 2^{-k}$.

For the fixed block case note that if $X_{>i}$ is fixed then $c_{i}(X)=1 \operatorname{ext}\left(X_{>i}\right)$ is fixed. On the other hand there exists a $v$ such that $r_{v}(X)=1 \operatorname{ext}(X)_{v}$ is uniformly distributed. As the length of the challenge string is a constant $\ell k$ we have that $\operatorname{Pr}\left[r_{v}(X)=c_{i}(X)\right] \geq 2^{-\ell k}$ and indeed $\rho=2^{-\ell k}$.

### 2.4.6 Removing the unjustified assumption

Let us briefly review the argument so far. We designed a procedure select and showed that for any $\delta$-source $X$ there exists a subsource $\tilde{X}$ which is nicely structured according to $i_{1}$ and furthermore, w.h.p. select $(\tilde{X})$ selects the index $i_{1}$. When given two independent $\delta$-sources $X, Y$ we consider their "good subsources" $\tilde{X}, \tilde{Y}$. On these subsources we can select the "correct indices" $\left(i_{1}, i_{2}\right)$ and once we have these indices we can apply the somewhere extractor sext' $(\tilde{X}, \tilde{Y})_{\left(i_{1}, i_{2}\right)}$ to produce a uniformly distributed output.

However, we have assumed the existence of 1ext that enabled us to construct the procedure select. It is easy to show that there does not exist a 1 -source somewhere extractor with a small number of output blocks. Nevertheless, it is important to observe that we already constructed a 2-source somewhere extractor sext with the same guarantees on the output as that of 1ext! When trying to select the index $i_{1}$ of the first source $X$ we will use the fact that we have another independent source $Y$ at our disposal. In the actual construction we replace invocations of 1ext $(\cdot)$ by s_ext $(\cdot, y)$.

This introduces many problems where the most serious one is that in several places in the argument we considered conditioning a source $X$ on the event of fixing one response string (that is an event of the form $\left\{\operatorname{lext}(X)_{v}=r\right\}$ for some constants $\left.v, r\right)$. In the actual analysis this will be replaced by conditioning two independent sources $X, Y$ on an event of the form $\left\{\operatorname{sext}(X, Y)_{v}=r\right\}$. However, this conditioning may make the two sources dependent and the argument does not go through. In order to solve this problem we use a more complicated construction of response strings: On a very high level we will make sure that response strings are generated by applying s_ext on very short substrings of $x, y$. Using this choice we can show that even after conditioning $X, Y$ on
the event "the response string $r_{v}$ is fixed to a value $r$ " the two sources are sufficiently independent for the argument to go through.

The precise construction is given in Section 8.1. We also provide an overview of the analysis in Section 8.2.

## 3 Preliminaries and Notations

In this section we give some standard preliminaries and formal definitions of extractor and dispersers.

### 3.1 Probability Notations.

### 3.1.1 Sources, min-entropy, entropy rate and statistical distance

We will usually deal with random variables which take values in $\{0,1\}^{n}$. We call such a random variable an $n$-bit source. The min-entropy of a random variable $X$, denoted by $H^{\infty}(X)$, is defined to be $\min _{x}\left\{-\log _{2}(\operatorname{Pr}[X=x])\right\}$, or equivalently $\log _{2}\left(1 / \max _{x}\{\operatorname{Pr}[X=x]\}\right)$. We shall usually identify a random variable $X$ with the distribution it induces. The entropy rate of an $n$-bit source $X$ is defined to be $H^{\infty}(X) / n$. A $\delta$-source is a distribution with entropy rate at least $\delta$. The support of a random variable $X$, denoted by $\operatorname{Supp}(X)$, is the set of elements $x$ for which $\operatorname{Pr}[X=x]>0$. If $\operatorname{Pr}[X=x]=\operatorname{Pr}\left[X=x^{\prime}\right]$ for every $x, x^{\prime} \in \operatorname{Supp}(X)$ we say that $X$ is a flat source.

Let $X$ and $Y$ be random variables taking values in a set $\Lambda$. The statistical distance between $X$ and $Y$, denoted by $\operatorname{dist}(X, Y)$ is defined to be $\frac{1}{2} \sum_{x \in \Lambda}|\operatorname{Pr}[X=x]-\operatorname{Pr}[Y=x]|$. We say that $X$ is $\epsilon$-close to $Y$ if $\operatorname{dist}(X, Y) \leq \epsilon$.

### 3.1.2 Conditioning random variables

Given a random variable $X$ and an event $E$ such that $\operatorname{Pr}[E]>0$ we use $(X \mid E)$ to denote the probability distribution on values of $X$ that is obtained when conditioning the probability space on the event $E$. More precisely the distribution $(X \mid E)$ assigns probability $\operatorname{Pr}[X=x \mid E]$ to any $x \in \operatorname{Supp}(X)$. We need the following standard lemmas (we include the proofs for completeness):

Lemma 3.1. Let $X$ be a random variable such that $H^{\infty}(X) \geq k$, and let $E$ be an event such that $\operatorname{Pr}[E] \geq p$ and let $X^{\prime}$ be the distribution $(X \mid E)$. Then, $H^{\infty}\left(X^{\prime}\right) \geq k-\log (1 / p)$.

Proof. For any $x$ in the support of $X$ we have that:

$$
\operatorname{Pr}[X=x \mid E]=\frac{\operatorname{Pr}[X=x \wedge E]}{\operatorname{Pr}[E]} \leq \frac{\operatorname{Pr}[X=x]}{p} \leq 2^{-(k-\log (1 / p))}
$$

Lemma 3.2. Let $X_{1}, X_{2}$ be random variables such that $H^{\infty}\left(\left(X_{1}, X_{2}\right)\right) \geq k$ and $X_{2}$ takes values in $\{0,1\}^{r}$. Then $H^{\infty}\left(X_{1}\right) \geq k-r$.

Proof. By an averaging argument for every $x_{1}$ in the support of $X_{1}$ there exists $x_{2}$ in the support of $X_{2}$ such that $\operatorname{Pr}\left[X_{2}=x_{2} \mid X_{1}=x_{1}\right] \geq 2^{-r}$. Note that:

$$
\operatorname{Pr}\left[X_{1}=x_{1}\right] \cdot \operatorname{Pr}\left[X_{2}=x_{2} \mid X_{1}=x_{1}\right]=\operatorname{Pr}\left[X_{1}=x_{1} \wedge X_{2}=x_{2}\right] \leq 2^{-k}
$$

It follows that: $\operatorname{Pr}\left[X_{1}=x_{1}\right] \leq 2^{-k} / 2^{-r}=2^{-(k-r)}$.

Lemma 3.3. Let $X_{1}, X_{2}$ be random variables such that $H^{\infty}\left(X_{1}\right) \geq k$ and $X_{2}$ takes values in $\{0,1\}^{r}$. Then for every $\rho>0$ with probability $1-\rho$ over choosing $x_{2} \leftarrow X_{2}$ we have that $H^{\infty}\left(X_{1} \mid X_{2}=\right.$ $\left.x_{2}\right) \geq k-r-\log (1 / \rho)$.
Proof. Let $G=\left\{x_{2}: \operatorname{Pr}\left[X_{2}=x_{2}\right] \geq 2^{-(r+\log (1 / \rho))}\right\}$. Note that $\operatorname{Pr}\left[X_{2} \notin G\right] \leq 2^{r} \cdot 2^{-(r+\log (1 / \rho))} \leq \rho$. For $x_{2} \in G$ we can use Lemma 3.1 on the variable $X_{1}$ and the event $\left\{X_{2}=x_{2}\right\}$ to show that $H^{\infty}\left(X_{1} \mid X_{2}=x_{2}\right) \geq k-r-\log (1 / \rho)$.

### 3.1.3 Blocks

Let $X$ be an $n$-bit source, and let us write it as a vector of one-bit variables $\left(X_{1}, \ldots, X_{n}\right)$. For a set $S \subseteq[n]$ of coordinates we define the $X_{S}$, to be $|S|$-bit source $\left(X_{i}\right)_{i \in S}$, obtained from $X$ by only taking its $S$ coordinates. We note that by Lemma 3.2 for every $n$-bit source $X$ and $S \subseteq[n]$ it holds that $H^{\infty}\left(X_{S}\right) \geq H^{\infty}(X)-(n-|S|)$. Also, if $\operatorname{dist}(X, Y)<\epsilon$ then $\operatorname{dist}\left(X_{S}, Y_{S}\right)<\epsilon$ for every $S \subseteq[n]$.

### 3.2 Extractors and Dispersers

In this section we define some of the objects we will later construct, namely multiple-source extractors and dispersers.

Definition 3.4 (Multiple-source extractor). A function ext : $\{0,1\}^{n \times \ell} \rightarrow\{0,1\}^{m}$ is called an $\ell$-source extractor with entropy requirement $k$ and error $\epsilon$ if for every independent $n$-bit sources $X^{(1)}, \ldots, X^{(\ell)}$ satisfying $H^{\infty}\left(X^{(i)}\right) \geq k$ for $i=1, \ldots, \ell$ it holds that

$$
\operatorname{dist}\left(\operatorname{ext}\left(X^{(1)}, \ldots, X^{(\ell)}\right), U_{m}\right) \leq \epsilon
$$

Definition 3.5 (Multiple-source disperser). A function disp : $\{0,1\}^{n \times \ell} \rightarrow\{0,1\}^{m}$ is called an $\ell$-source disperser with entropy requirement $k$ and error $\epsilon$ if for every independent $n$-bit sources $X^{(1)}, \ldots, X^{(\ell)}$ satisfying $H^{\infty}\left(X^{(i)}\right) \geq k$ for $i=1, \ldots, \ell$ it holds that

$$
\left|\operatorname{Supp}\left(\operatorname{disp}\left(X^{(1)}, \ldots, X^{(\ell)}\right)\right)\right| \geq(1-\epsilon) 2^{m}
$$

The disperser is errorless if $\epsilon=0$ (i.e., if $\left.\left|\operatorname{Supp}\left(\operatorname{disp}\left(X^{(1)}, \ldots, X^{(\ell)}\right)\right)\right|=2^{m}\right)$.
Note that a multiple-source extractor is always a multiple-source disperser with the same parameters. Generally speaking, when constructing extractors and dispersers our goal is on one hand to use the weakest assumptions on the input and hence we want to minimize the number of samples $\ell$ and the min-entropy requirement $k$. On the other hand we want to obtain the strongest guarantees on the output, and thus we want to maximize the output length $m$ and minimize the error $\epsilon$.

We note that one can also define asymmetric variants of extractors and dispersers, in which the min-entropy requirements and the input length differ for each of the source.
In this paper we use the following construction by Barak, Impagliazzo and Wigderson [BIW04].
Theorem 3.6 ([BIW04]). There exists $\gamma>0$ such that for every $\delta>0$ there exists $\ell=\left(\frac{1}{\delta}\right)^{O(1)}$ and a polynomial time computable $\ell$-source extractor ext: $\{0,1\}^{n \times \ell} \rightarrow\{0,1\}^{n}$ with entropy requirement $k=\delta n$ and error $\epsilon=2^{-\gamma n}$.

## 4 Definitions of less standard concepts

In this section we introduce two key concepts that are used in the paper.

### 4.1 Subsources

As explained in the introduction, a key notion in our construction of 2-source dispersers is that of subsources.

Definition 4.1 (Subsource). Let $X$ be an $n$-bit source in some probability space. We say that an event $A$ is determined by $X$ if there exists a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ such that $A=\{f(X)=1\}$.

Let $X$ and $X^{\prime}$ be $n$-bit sources. For $0<\alpha \leq 1$, we say that $X^{\prime}$ is a subsource of $X$ of measure $\alpha$ if there exists an event $A$ that is determined by $X$ such that $\operatorname{Pr}[X \in A] \geq \alpha$ and $X^{\prime}=(X \mid A)$. We call $A$ a defining event for $X^{\prime}$. We say that $X^{\prime}$ is a subsource of $X$ if there exists $\alpha>0$ such that $X^{\prime}$ is a subsource of $X$ of measure $\alpha$.

The following fact is obvious from the definition.
Fact 4.2. Let $X$ be an $n$-bit source. Let $X^{\prime}$ be a subsource of $X$ of measure $\alpha_{1}$, and $X^{\prime \prime}$ be a subsource of $X^{\prime}$ of measure $\alpha_{2}$ then $X^{\prime \prime}$ is a subsource of $X$ of measure $\alpha_{1} \cdot \alpha_{2}$.

In a typical setting our probability space consists of two independent $n$-bit $\delta$-sources $X, Y$. It is important to notice that if $A$ is some event in this probability space it does not necessarily follows that $(X \mid A)$ is a subsource of $X$. This is because only events that are determined by $X$ are allowed. The following trivial fact will be useful.

Fact 4.3. Let $X, Y$ be two independent sources and let $X^{\prime}$ be a subsource of $X$ of measure $\alpha_{1}$ and $Y^{\prime}$ be a subsource of $Y$ of measure $\alpha_{2}$ then the distribution $\left(X^{\prime}, Y^{\prime}\right)$ (in which the two variables are independent) is a subsource of measure $\alpha_{1} \cdot \alpha_{2}$ of the distribution $(X, Y)$

Subsource collection. Given independent $n$-bits sources $X, Y$ we also define a notion of a collection of subsources. This notion is only used in the proof that our 2 -source disperser has the additional property that it hits every element in its output range with constant probability. (This proof is given in Section 9). The reader can safely skip this notion at a first reading and move to the next subsection.

Definition 4.4 (Subsource collection). Let $X, Y$ be independent $n$-bit sources. For $0<\alpha \leq 1$, we say that subsources $X_{1}, \ldots, X_{k}$ of $X$ and $Y_{1}, \ldots, Y_{k}$ of $Y$ are a subsource collection of $(X, Y)$ of measure $\alpha$ if there are events $A_{1}, \ldots, A_{k}$ defining $X_{1}, \ldots, X_{k}$ and $B_{1}, \ldots, B_{k}$ defining $Y_{1}, \ldots, Y_{k}$ such that:

- For every $i \neq i^{\prime},\left(A_{i} \times B_{i}\right) \cap\left(A_{i^{\prime}} \times B_{i^{\prime}}\right)=\emptyset$.
- $\sum_{i \in[k]} \operatorname{Pr}\left[X \in A_{i}\right] \operatorname{Pr}\left[Y \in B_{i}\right] \geq \alpha$.

Note that by Fact 4.3 the subsources $X^{\prime}, Y^{\prime}$ in Fact 4.3 constitute a subsource collection of $(X, Y)$ of measure $\alpha_{1} \cdot \alpha_{2}$. The advantage of subsource collections is that we are sometimes able to show the existence of a "useful" subsource collection of $(X, Y)$ with "large" measure in cases where we do not have "useful" subsources $X^{\prime}$ of $X$ and $Y^{\prime}$ of $Y$ with large measure.
Continuing the analogy between subsources and subsource collections, we also state the following analog of Fact 4.2.

Fact 4.5. Let $X, Y$ be independent $n$-bit sources and let $w_{1}, w_{2}$ be integers. Let $X_{1}^{\prime}, \ldots, X_{w_{1}}^{\prime}$ and $Y_{1}^{\prime}, \ldots, Y_{w_{1}}^{\prime}$ be a subsource collection of $(X, Y)$ of measure $\alpha_{1}$. Furthermore, for every $j \in\left[w_{1}\right]$ let $X_{j, 1}^{\prime \prime}, \ldots, X_{j, w_{2}}^{\prime \prime}$ and $Y_{j, 1}^{\prime \prime}, \ldots, Y_{j, w_{2}}^{\prime \prime}$ be a subsource collection of $\left(X_{j}^{\prime}, Y_{j}^{\prime}\right)$ of measure $\alpha_{2}$. Then, the collection $\left(X_{j_{1}, j_{2}}^{\prime \prime}\right)_{j_{1} \in\left[w_{1}\right], j_{2} \in\left[w_{2}\right]}$ and $\left(Y_{j_{1}, j_{2}}^{\prime \prime}\right)_{j_{1} \in\left[w_{1}\right], j_{2} \in\left[w_{2}\right]}$ is a subsource collection of $(X, Y)$ of measure $\alpha_{1} \cdot \alpha_{2}$.

### 4.2 Somewhere- $\mathcal{P}$ sources

We discuss families or properties of random variables. Let $\mathcal{P}$ be a property of sources (namely, $\mathcal{P}$ is a set of all distributions that have the property). We say that a random variable $X$ is $\epsilon$-close to having the property $\mathcal{P}$, if there exists a random variable $Y \in \mathcal{P}$ that is $\epsilon$-close to $X$. Let $\mathcal{P}_{\epsilon}$ denote the property of being $\epsilon$-close to $\mathcal{P}$.

We now define the notion of somewhere- $\mathcal{P}$ sources, which intuitively means that a source $X$ has the property $\mathcal{P}$ in one of its blocks.

Definition 4.6 (Somewhere- $\mathcal{P}$ sources). Let $\mathcal{P}$ be a property of $n$-bit sources. Let $X$ be an $(n \times \ell)$ bit source, and let us regard it as a concatenation of $\ell$ consecutive blocks, $X=\left(X_{1}, \ldots, X_{\ell}\right)$, where each $X_{i}$ is of length $n$. A selector $I$ for $X$ is a random variable (that may depend on $X$ ) taking values in $[\ell]$.
$X$ is somewhere- $\mathcal{P}$ if there exists a selector $I$ such that the $n$-bit source $X_{I}$ has the property $\mathcal{P}$. We use this notion only when the partition of $X$ into sub-blocks is clear from the context.

We observe that being $\epsilon$-close to somewhere- $\mathcal{P}$ is equivalent to being somewhere- $\mathcal{P}_{\epsilon}$.
Lemma 4.7. Let $\mathcal{P}$ be a property of $m$-bit sources an let $X$ be a distribution over $\{0,1\}^{m \times \ell}$. Then, $X$ is $\epsilon$-close to somewhere- $\mathcal{P}$ if and only if $X$ is somewhere- $\mathcal{P}_{\epsilon}$.

Proof. Let $X$ be $\epsilon$-close to somewhere- $\mathcal{P}$. That is, there are random variables $Y$ and $I$ such that $X$ is $\epsilon$-close to $Y$ and $Y_{I}$ has the property $\mathcal{P}$. W.l.o.g. we can imagine that the probability space of $Y, I$ is composed of two independent random variables $Y, R$ and that $I=f(Y, R)$ for some function $f$. We now consider the probability space which consists of random variables $X^{\prime}, R$ where $X^{\prime}$ is distributed according to $X$ and $R$ is independent of $X^{\prime}$. Let $I^{\prime}=f\left(X^{\prime}, R\right)$. It follows that $X_{I^{\prime}}^{\prime}$ is $\epsilon$-close to $Y_{I}$ and thus, $X$ is somewhere- $\mathcal{P}_{\epsilon}$.

For the other direction, we use the fact that for any two distributions $P, Q$ that are $\epsilon$-close there exist (correlated) random variables $P^{\prime}, Q^{\prime}$ such that $P^{\prime}$ is distributed according to $P, Q^{\prime}$ is distributed according to $Q$ and $\operatorname{Pr}\left[P^{\prime} \neq Q^{\prime}\right] \leq \epsilon$. Let $X$ be somewhere- $\mathcal{P}_{\epsilon}$. It follows that there exists a correlated random variable $I$ such that $X_{I}$ is $\epsilon$-close to a distribution in $\mathcal{P}$. By the aforementioned fact we can add to the probability space of $X, I$ a correlated random variable $Z$ that has property $\mathcal{P}$ and $\operatorname{Pr}\left[X_{I} \neq Z\right] \leq \epsilon$. We now define a random variable $Y$ over $\{0,1\}^{m \times \ell}$ as follows: we set $Y_{J}=X_{J}$ for every $J \neq I$ and set $Y_{I}=Z$. It follows that $Y$ is $\epsilon$-close to $X$ and note that $Y$ is somewhere- $\mathcal{P}$ using the selector $I$.

### 4.3 Somewhere-uniform sources

We are especially interested in the case where the property $\mathcal{P}$ is "uniform". More precisely, a somewhere-uniform distribution $X$ over $\{0,1\}^{n \times \ell}$ is a distribution that is somewhere- $\mathcal{P}$ where $\mathcal{P}$ contains only the uniform distribution on $n$-bit strings. We use the following properties of somewhere-uniform distributions.

Lemma 4.8 (Properties of somewhere-uniform sources). Let $X$ be a somewhere-uniform distribution over $\{0,1\}^{n \times \ell}$ then

- $H^{\infty}(X) \geq n-\log \ell$.
- For every $n^{\prime}<n$ let $X^{\prime}$ be a distribution over $\{0,1\}^{n^{\prime} \times \ell}$ obtained by truncating each block of $X$ to length $n^{\prime}$. Then, $X^{\prime}$ is somewhere-uniform.

Proof. For the first item note that $H^{\infty}(X, I) \geq H^{\infty}\left(X_{I}\right)$ and by Lemma $3.2 H^{\infty}(X) \geq H^{\infty}(X, I)-$ $\log \ell$. The second item follows as truncating a uniform distribution gives a uniform distribution.

Note that by Lemma 4.7 we also have that being close to somewhere-uniform and being somewhere(close to uniform) is the same.

Remark 4.9 (Ta-Shma's notion of Somewhere-uniform sources). We remark that a slightly different notion of Somewhere-uniform sources was previously considered by Ta-Shma [TS96]. This notion requires that for every value $i$ of the selector $I$, the distribution ( $X_{I} \mid I=i$ ) is uniform. To make the distinction between the two definitions more clear consider the distribution $X$ over $\{0,1\}^{1 \times 2}$ which assigns probability one to the string $\left(x_{1}, x_{2}\right)=(0,1)$. Consider the selector $I$ over $\{1,2\}$ which gives equal probability to the two values. The distribution $X_{I}$ is uniform and using our jargon this gives that $X$ is a somewhere uniform distribution. However, using Ta-Shma's definition a distribution that assigns probability one to a single element cannot be somewhere uniform.

We use the weaker notion defined in this paper as it suffices for our purposes and is easier to work with. Nevertheless, we remark that our techniques can also be used to give results which use the stronger notion.

## 5 A Somewhere Condenser

In this section we construct the following object which we call a somewhere condenser.
Definition 5.1 (Somewhere Condensers). A function con : $\{0,1\}^{n} \rightarrow\{0,1\}^{m \times \ell}$ is a somewherecondenser with entropy requirement $k$, output entropy $k^{\prime}$ and error $\epsilon$ if for every $n$-bit source $X$ such that $H^{\infty}(X) \geq k, \operatorname{con}(X)$ is $\epsilon$-close to somewhere- $\mathcal{P}$ where $\mathcal{P}$ is the property of having min-entropy at least $k^{\prime}$.

The main result of this section is a construction of a somewhere condenser which given a $\delta$-source outputs a constant number of blocks and has output entropy rate 0.9.

Theorem 5.2 (Somewhere condenser). For every constant $\delta>0$, there exist constants $\beta, \eta>0$, $\ell \geq 1$ and a polynomial time computable function con : $\{0,1\}^{n} \rightarrow\{0,1\}^{m \times \ell}$ such that for every sufficiently large $n$, con is a somewhere-condenser with $m=\beta n$, entropy requirement $\delta n$, output entropy $0.9 m$ and error $2^{-\eta m}$.

We remark that the constant 0.9 can be replaced with any constant smaller than 1 . For our application it is only important that this constant is larger than $1 / 2$. The remainder of this section is devoted to proving Theorem 5.2.

### 5.1 A basic condenser

We start by constructing a "basic condenser" which improves the rate of the output by a small amount. Loosely speaking, sources with rate $\delta$ are "condensed" into sources with rate $\delta(1+\lambda(\delta))$ where $\lambda$ is an increasing function of $\delta .{ }^{9}$ The final condenser con is then obtained by iteratively applying the basic condenser.

[^6]Theorem 5.3 (Basic condenser). There exist universal constants $\eta, \alpha>0$ and $c \geq 1$ such that for every constant $0<\delta \leq 0.9$, there exist constants $\beta^{\prime}>0, \ell^{\prime} \geq 1$ and a polynomial time computable function bcon: $\{0,1\}^{n} \rightarrow\{0,1\}^{m \times \ell^{\prime}}$ such that for every sufficiently large $n$, bcon is a somewherecondenser with $m=\beta^{\prime} n$, entropy requirement $\delta n$, output entropy $((1+\lambda) \cdot \delta) \cdot m$ for $\lambda=\eta \delta^{c}$, and error $\epsilon=2^{-\alpha \delta m}$.

Proof. When given $\delta>0$ we use Theorem 3.6 to get an extractor ext for sources of entropy rate $\delta / 2$. In this proof it is more convenient to denote the length of the source by $m$. That is, by Theorem 3.6 there exists $\ell=(1 / \delta)^{O(1)}, \gamma>0$ and an $\ell$-source extractor ext : $\{0,1\}^{m \times \ell} \rightarrow\{0,1\}^{m}$ with entropy requirement $\delta m / 2$ and error $2^{-\gamma m}$. We can assume w.l.o.g. that $\gamma \leq 1 / 100$. We define $\lambda=\gamma /(3 \ell), m=n / \ell, \ell^{\prime}=\ell+1$ and $\beta^{\prime}=1 / \ell$. Given a string $x$ of length $n$ we partition it into $\ell$ blocks of length $m$ which we denote by $x_{1}, \ldots, x_{\ell}$ and define:

$$
\operatorname{bcon}(x)=\left(x_{1}, \ldots, x_{\ell}, \operatorname{ext}\left(x_{1}, \ldots, x_{\ell}\right)\right)
$$

Note that the output of bcon indeed consists of $\ell^{\prime}=\ell+1$ blocks of length $m=\beta^{\prime} n$. (We can assume w.l.o.g. that $\ell$ divides $m$ as for large enough $n$ we can pad an $n$-bit source with zeros to make it a source of length that is a multiple of $\ell$ while only slightly decreasing the entropy rate $\delta$ ).

Let $k^{\prime}=(1+\lambda / 2) \cdot \delta m$ and consider the property $\mathcal{P}$ of $m$-bit sources having min-entropy at least $k^{\prime}$. Given an $n$-bit source $X$ with $H^{\infty}(X) \geq \delta n$ we need to show that bcon $(X)$ is $\epsilon$-close to somewhere- $\mathcal{P}$. We can assume w.l.o.g. that $X$ is a flat source and is uniformly distributed over a set $S \subseteq\{0,1\}^{n}$. This is because every source $X$ with $H^{\infty}(X) \geq \delta n$ is a convex combination of flat sources and furthermore, the class of distributions that are $\epsilon$-close to somewhere- $\mathcal{P}$ are closed under convex combinations.

For every $1 \leq i \leq \ell+1$ we define $H_{i}=\left\{y \in\{0,1\}^{m}: \operatorname{Pr}\left[\mathrm{b} \operatorname{con}(X)_{i}=y\right] \geq 2^{-(1+\lambda) \delta m}\right\}$, namely the "heavy elements" of the distribution bcon $(X)_{i}$. It follows that for every $i,\left|H_{i}\right| \leq 2^{(1+\lambda) \delta m}$. Let $\epsilon=2^{-\alpha \delta m}$ where $\alpha=\gamma / 3$. We distinguish between two cases:

Case 1: $\operatorname{Pr}\left[\exists i: \operatorname{bcon}(X)_{i} \notin H_{i}\right] \geq 1-\epsilon$. Let $S^{\prime}$ be the set of $x \in S$ for which the event above holds, namely:

$$
S^{\prime}=\left\{x \in S: \exists i, \operatorname{bcon}(x)_{i} \notin H_{i}\right\}
$$

Let $X^{\prime}$ be the uniform distribution over $S^{\prime}$. Note that $X$ and $X^{\prime}$ are $\epsilon$-close. It is therefore sufficient to show that $\mathrm{b} \operatorname{con}\left(X^{\prime}\right)$ is somewhere- $\mathcal{P}$. For $x \in S^{\prime}$ we define $I(x)$ to be the smallest $i$ such that $\operatorname{bcon}(x)_{i} \notin H_{i}$. We now consider the probability space that consists of $X^{\prime}$ and $I=I\left(X^{\prime}\right)$ and show that indeed $H^{\infty}\left(\mathrm{bcon}\left(X^{\prime}\right)_{I}\right) \geq(1+\lambda / 2) \delta m$ for large enough $n$.

For this purpose we fix some $y \in\{0,1\}^{m}$ and estimate $\operatorname{Pr}\left[\mathrm{b} \operatorname{con}\left(X^{\prime}\right)_{I}=y\right]$. In the calculation below we use the fact that for every $i$ such that $y \in H_{i}$ and every $x \in S^{\prime}$ such that $I(x)=i$ we have that $\operatorname{bcon}(x)_{i} \neq y$. In addition, we also use the fact that for every $i, y$,

$$
\operatorname{Pr}\left[\mathrm{bcon}\left(X^{\prime}\right)_{i}=y\right]=\operatorname{Pr}\left[\mathrm{bcon}(X)_{i}=y \mid X \in S^{\prime}\right] \leq 2 \operatorname{Pr}\left[\mathrm{bcon}(X)_{i}=y\right]
$$

where the inequality follows using $\operatorname{Pr}[A \mid B] \leq \operatorname{Pr}[A] / \operatorname{Pr}[B]$ and for large enough $n, \operatorname{Pr}\left[X \in S^{\prime}\right] \geq$ $1-\epsilon \geq 1 / 2$. We now proceed with the calculation.

$$
\begin{aligned}
\operatorname{Pr}\left[\mathrm{b} \operatorname{con}\left(X^{\prime}\right)_{I}=y\right] & =\sum_{1 \leq i \leq \ell+1} \operatorname{Pr}\left[\mathrm{~b} \operatorname{con}\left(X^{\prime}\right)_{i}=y \wedge I=i\right] \\
& =\sum_{i: y \notin H_{i}} \operatorname{Pr}\left[\mathrm{~b} \operatorname{con}\left(X^{\prime}\right)_{i}=y \wedge I=i\right] \\
& \leq \sum_{i: y \notin H_{i}} \operatorname{Pr}\left[\mathrm{~b} \operatorname{con}\left(X^{\prime}\right)_{i}=y\right] \\
& \leq \sum_{i: y \notin H_{i}} 2 \operatorname{Pr}\left[\mathrm{~b} \operatorname{con}(X)_{i}=y\right] \\
& \leq 2(\ell+1) \cdot 2^{-(1+\lambda) \delta m} \\
& \leq 2^{-(1+\lambda) \delta m+2 \log \ell} \\
& \leq 2^{-(1+\lambda / 2) \delta m}
\end{aligned}
$$

Case 2: $\operatorname{Pr}\left[\forall i: \operatorname{bcon}(X)_{i} \in H_{i}\right] \geq \epsilon$. We are going to show that this is a contradiction and together with the analysis we made in Case 1 this completes the proof. Let $S^{\prime}$ be the set of all $x \in S$ for which the event above holds, namely:

$$
S^{\prime}=\left\{x \in S: \forall i, \operatorname{bcon}(X)_{i} \in H_{i}\right\}
$$

We have that

$$
\left|S^{\prime}\right| \geq \epsilon \cdot|S| \geq \epsilon \cdot 2^{\delta n}=\epsilon \cdot 2^{\delta \ell m}=2^{(\ell-\alpha) \delta m}
$$

Note that $S^{\prime}$ is a subset of $\Pi_{1 \leq i \leq \ell} H_{i}$. In particular,

$$
\left|H_{1}\right| \cdot \ldots \cdot\left|H_{\ell}\right| \geq\left|S^{\prime}\right| \geq 2^{(\ell-\alpha) \delta m}
$$

However, as we have that for every $1 \leq i \leq m,\left|H_{i}\right| \leq 2^{(1+\lambda) \delta m}$ we can conclude that

$$
\left|H_{1}\right| \geq \frac{\left|S^{\prime}\right|}{\left|H_{2}\right| \cdot \ldots \cdots \cdot H_{\ell} \mid} \geq \frac{2^{(\ell-\alpha) \delta m}}{\left(2^{(1+\lambda) \delta m}\right)^{\ell-1}} \geq 2^{\delta m(1-\alpha-(\ell-1) \lambda)} \geq 2^{-\delta m / 2}
$$

where the last inequality follows because $\alpha=\gamma / 3, \lambda=\gamma / 3 \ell$ and $\gamma \leq 1 / 100$. The same reasoning gives that for every $1 \leq i \leq \ell,\left|H_{i}\right| \geq 2^{\delta m / 2}$. We now consider a probability space with $\ell$ independent random variables $Y_{1}, \ldots, Y_{\ell}$ where each $Y_{i}$ is an $m$-bit source that is uniformly distributed over $H_{i}$. We are going to get a contradiction by estimating $\operatorname{Pr}\left[\operatorname{ext}\left(Y_{1}, \ldots, Y_{m}\right) \in H_{\ell+1}\right]$ in two ways. We have that for every $i, H^{\infty}\left(Y_{i}\right) \geq \delta m / 2$ and therefore we have that $\operatorname{ext}\left(Y_{1}, \ldots, Y_{m}\right)$ is $2^{-\gamma m}$-close to uniform. In particular,
$\operatorname{Pr}\left[\operatorname{ext}\left(Y_{1}, \ldots, Y_{m}\right) \in H_{\ell+1}\right] \leq \frac{\left|H_{\ell+1}\right|}{2^{m}}+2^{-\gamma m} \leq \frac{2^{(1+\lambda) \delta m}}{2^{m}}+2^{-\gamma m}=2^{-m(1-\delta-\lambda \delta)}+2^{-\gamma m} \leq 2^{-\gamma m+1}$
where the last inequality follows because $\delta \leq 0.9, \lambda=\gamma / 3 \ell$ and $\gamma \leq 1 / 100$. On the other hand, for every $x \in S^{\prime}$ we have that $\operatorname{ext}\left(x_{1}, \ldots, x_{\ell}\right) \in H_{\ell+1}$. Therefore,

$$
\operatorname{Pr}\left[\operatorname{ext}\left(Y_{1}, \ldots, Y_{\ell}\right) \in H_{\ell+1}\right] \geq \operatorname{Pr}\left[\left(Y_{1}, \ldots, Y_{\ell}\right) \in S^{\prime}\right]=\frac{\left|S^{\prime}\right|}{\left|H_{1}\right| \cdot \ldots \cdot\left|H_{\ell}\right|}
$$

$$
\geq \frac{2^{(\ell-\alpha) \delta m}}{2^{(1+\lambda) \delta m \ell}}=2^{-\delta m(\alpha+\lambda \ell)} \geq 2^{-2 \gamma m / 3}
$$

where the last inequality follows because $\delta \leq 1, \alpha=\gamma / 3$ and $\lambda=\gamma / 3 \ell$. Thus, we obtain a contradiction as $2^{-2 \gamma m / 3}>2^{-\gamma m+1}$.

Remark 5.4 (A basic condenser with four output blocks). We remark that the constants in Theorem 5.3 can be improved and some of them can be made universal constants that do not depend on $\delta$. More specifically, assume that $n=3 p$ where $p$ is a prime (this is w.l.o.g. by padding the input if necessary). Define the function bcon : $\{0,1\}^{n} \rightarrow\{0,1\}^{p \times 4}$ as follows: When given an input $x \in\{0,1\}^{n}$ split it into $x_{1}, x_{2}, x_{3}$ where each of these is a string of length $p$. We can identify such strings with elements in the field with $2^{p}$ elements and define:

$$
\operatorname{bcon}(x)=\left(x_{1}, x_{2}, x_{3}, f\left(x_{1}, x_{2}, x_{3}\right)\right)
$$

where

$$
f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}+x_{2} \cdot x_{3}
$$

It can be shown that there exists a universal constant $\lambda>0$ such that for every constant $0<\delta \leq 0.9$ bcon is a somewhere condenser with entropy requirement $\delta n$, output entropy $(1+\lambda) \delta \cdot p$ and error $2^{-\lambda \delta^{2}}$. Note that this improves Theorem 5.3 in that both the number of blocks and the "expansion factor" $\lambda$ are now universal constants that do not depend on $\delta$.

The high level idea of the proof can be described as follows: The first step is to show that for three independent $\delta$-sources $Y_{1}, Y_{2}, Y_{3}$ over $\{0,1\}^{p}$ the random variable $f\left(Y_{1}, Y_{2}, Y_{3}\right)$ is close to a $(1+\lambda) \delta$ source. The second step is to use the argument in the proof of Theorem 5.3 using $f$ instead of the extractor ext. (This argument appeared in the conference version of this paper).

Barak, Impagliazzo and Wigderson [BIW04] showed how to implement the first step above for the special case of prime fields (and guaranteeing an "expansion factor" $\lambda=\Omega(\delta)$ ). The proof of [BIW04] relies on a "sum-product theorem" by Bourgain, Katz and Tao [BKT04]. Using recent improved "sum-product theorems" [TV06, Thm 2.55],[KS09] one can extend the argument of [BIW04] and implement the first step above for fields with $2^{p}$ elements using a universal constant $\lambda>0$. The reader is referred to [TV06] for a survey on "sum-product theorems".

Proving the extension of the results of [BIW04] to fields of size $2^{p}$ is not within the scope of this paper and therefore in Theorem 5.3 we chose to present a somewhere condenser that is based on the extractor of [BIW04] and has worse parameters. We remark that the argument presented in this version resembles the one that was independently obtained by Raz [Razo5].

We note that using the improved basic condenser in our constructions of 3 -source extractor and 2 -source disperser does not affect the parameters in the final results (except for improving the dependance of certain constants on the constant $\delta$ ).

### 5.2 Composing condensers: Proof of Theorem 5.2

We now iteratively apply the basic condenser to construct the condenser of Theorem 5.2. We need the following straightforward lemma on composition of somewhere-condensers.
Lemma 5.5 (Composing condensers). Let $C_{1}:\{0,1\}^{n_{1}} \rightarrow\{0,1\}^{\ell_{1} \times n_{2}}$ be a somewhere condenser with entropy requirement $k_{1}$, output entropy $k_{2}$ and error $\epsilon_{1}$. Let $C_{2}:\{0,1\}^{n_{2}} \rightarrow\{0,1\}^{\ell_{2} \times m}$ be a somewhere condenser with entropy requirement $k_{2}$, output entropy $k^{\prime}$ and error $\epsilon_{2}$. We define $C:\{0,1\}^{n_{1}} \rightarrow\{0,1\}^{\ell_{1} \cdot \ell_{2} \times m}$ as follows: Identify an index $i \in\left[\ell_{1} \cdot \ell_{2}\right]$ as a pair $\left(i_{1}, i_{2}\right) \in\left[\ell_{1}\right] \times\left[\ell_{2}\right]$ and let

$$
C(x)_{\left(i_{1}, i_{2}\right)}=C_{2}\left(C_{1}(x)_{i_{1}}\right)_{i_{2}}
$$

Then $C$ is a somewhere condenser with entropy requirement $k_{1}$, entropy output $k^{\prime}$ and error $\epsilon_{1}+\epsilon_{2}$.
Proof. Let $X$ be an $n_{1}$-bit source with $H^{\infty}(X) \geq k_{1}$. Let $\mathcal{P}^{1}$ be the property of having minentropy $k_{2}$ and let $\mathcal{P}^{2}$ be the property of having min-entropy $k^{\prime}$. We have that $C_{1}(X)$ is $\epsilon_{1}$-close to somewhere- $\mathcal{P}^{1}$. By Lemma 4.7, $C_{1}(X)$ is somewhere $-\mathcal{P}_{\epsilon_{1}}^{1}$, that is there exists a selector $I_{1}$ such that $C_{1}(X)_{I_{1}}$ is $\epsilon_{1}$-close to a distribution $Y$ with $H^{\infty}(Y) \geq k_{2}$. We have that $C_{2}(Y)$ is $\epsilon_{2}$-close to somewhere- $\mathcal{P}^{2}$. Since $X_{I_{1}}$ and $Y$ are $\epsilon_{1}$-close it follows that $C_{2}(Y)$ and $C_{2}\left(X_{I_{1}}\right)$ are $\epsilon_{1}$-close and we can conclude that $C_{2}\left(X_{I_{1}}\right)$ is $\left(\epsilon_{1}+\epsilon_{2}\right)$-close to somewhere- $\mathcal{P}^{2}$. That is, there exist a selector $I_{2}$ such that $C(X)_{\left(I_{1}, I_{2}\right)}=C_{2}\left(X_{I_{1}}\right)_{I_{2}}$ is $\left(\epsilon_{1}+\epsilon_{2}\right)$-close to somewhere- $\mathcal{P}^{2}$ as required.

Theorem 5.2 follows by iteratively applying the basic condenser of Theorem 5.3 and using the composition lemma above. Note that starting with entropy rate $\delta>0$ each step improves the entropy rate by a factor $(1+\lambda)$. We have that $\lambda$ is an increasing function of $\delta$ and therefore after a constant number of steps (where this constant depends on $\delta$ ) we obtain rate 0.9 .

## 6 A 2-Source Somewhere-Extractor

In this section, we construct a (2-source) somewhere-extractor, which is a function that given inputs from two independent $n$-bit $\delta$-sources (where $\delta$ is an arbitrarily small constant) outputs a somewhere-uniform distribution.

Definition 6.1 (Somewhere-extractor). We say that

$$
\text { s.ext : }\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m \times \ell}
$$

is a somewhere-extractor with entropy requirement $k$ and error $\epsilon$ if for every two independent $n$-bit sources $X, Y$ with $H^{\infty}(X) \geq k$ and $H^{\infty}(Y) \geq k$ then sext $(X, Y)$ is $\epsilon$-close to a somewhere-uniform distribution.

A fixed $y \in\{0,1\}^{n}$ is good for first source $X$ if $\operatorname{sext}(X, y)$ is $\epsilon$-close to a somewhere uniform distribution. Similarly, a fixed $x \in\{0,1\}^{n}$ is good for second source $Y$ if $\operatorname{sext}(x, Y)$ is $\epsilon$-close to a somewhere uniform distribution. (If we omit mentioning for which source a fixed string is good then we mean the first source). We say that sext is a strong somewhere-extractor with the same parameters as above if for every $X, Y$ as above,

$$
\operatorname{Pr}_{y \leftarrow Y}[y \text { is good for first source } X]>1-\epsilon
$$

and

$$
\operatorname{Pr}_{x \leftarrow X}[x \text { is good for second source } Y]>1-\epsilon .
$$

The main result of this section is a construction of a somewhere-extractor which takes two independent $\delta$-sources and produces a somewhere-uniform distribution with a constant number of blocks.

Theorem 6.2 (Somewhere-extractor). For every constant $\delta>0$ there are constants $\ell \geq 1, \beta, \eta>0$ such that for every $m \leq \beta n$ there is a polynomial-time computable function sext : $\{0,1\}^{n} \times$ $\{0,1\}^{n} \rightarrow\{0,1\}^{m \times \ell}$ such that for every sufficiently large $n$, sext is a strong somewhere-extractor with entropy requirement $\delta n$ and error $\epsilon \leq 2^{-\eta n}$.


Figure 4: A (2-source) Somewhere-Extractor

### 6.1 The construction

The outline of our construction is sketched in Figure 4. Roughly speaking, the idea behind the construction is to use the somewhere condenser derived from Theorem 5.2 to obtain from each source a list of blocks one of whom has entropy rate larger than $\frac{1}{2}$. We then apply to every possible pair of blocks the previously known construction of a two-source extractor that works for sources with rate larger than $\frac{1}{2}$ (i.e., for every choice of a block from the first source and a block from the second source we run the two-source extractor on both blocks and output the results). The number of blocks in the output is the product of the number of output blocks of two condensers. Another tool which we need, in addition to Theorem 5.2, is the following result on two-source extractors.

Theorem 6.3 (Two-source extractors [CG88, VAz87, DEOR04]). There is a polynomial-time 2source extractor Had : $\{0,1\}^{n \times 2} \rightarrow\{0,1\}^{k}$ with $k=\Omega(n)$, entropy requirement $0.6 n$ and error $2^{-\Omega(n)}$. Furthermore, this 2-source extractor is strong. More formally, it is a strong somewhere extractor (with $\ell=1$ output blocks) for entropy requirement $0.6 n$ and error $2^{-\Omega(n)}$.

We remark that the strongness property of the extractor above was first observed in [DEOR04].
Proof of Theorem 6.2. Given $\delta$ let $\beta$ and $\ell$ be the constants from Theorem 5.2 and let con be the somewhere condenser from the theorem. We have that con has entropy requirement $\delta n$ and error $\epsilon=2^{-\Omega(\beta n)}$ and outputs $\ell$ blocks of length $n^{\prime} \stackrel{\text { def }}{=} \beta n$. Let Had $_{n^{\prime}}$ be the two source extractor of Theorem 6.3 with input length $n^{\prime}$. Our somewhere random extractor will have $\ell^{2}$ blocks. We index such a block by a pair of elements in $[\ell]$ and define

$$
\operatorname{sext}\left(x_{1}, x_{2}\right)_{\left(j_{1}, j_{2}\right)}=\operatorname{Had}_{n^{\prime}}\left(\operatorname{con}\left(x_{1}\right)_{j_{1}}, \operatorname{con}\left(x_{2}\right)_{j_{2}}\right)
$$

By definition, the length of every output block is $\Omega\left(n^{\prime}\right)=\Omega(n)$. Let $X_{1}, X_{2}$ be independent $n$-bit sources with $H^{\infty}\left(X_{1}\right) \geq \delta n$ and $H^{\infty}\left(X_{2}\right) \geq \delta n$. For $i \in\{1,2\}$, by definition of $\operatorname{con}_{i}$, there exist random variable $I_{i}$ such that $\operatorname{con}_{i}\left(X_{i}\right)_{I_{i}}$ is $\epsilon_{i}$ close to have rate $0.9>0.6$. This implies
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that $\operatorname{sext}\left(X_{1}, X_{2}\right)_{\left(I_{1}, I_{2}\right)}$ is $\epsilon$-close to uniform distribution for $\epsilon=\left(\epsilon_{1}+\epsilon_{2}+2^{-\Omega\left(n^{\prime}\right)}\right)=2^{-\Omega\left(n^{\prime}\right)}$. Using Lemma 4.7 we conclude that the output of the extractor is $\epsilon$-close to a somewhere uniform distribution. Moreover, using the fact that Had is a strong extractor it follows that seext is also strong. Since $n^{\prime}=\Omega(n)$, we conclude there exist a constant $\eta>0$ (that depends on $\delta$ ) such that $\epsilon \leq 2^{-\eta n}$. Finally by Lemma 4.8 we can truncate the output blocks to length $m$ if we want to reduce the block length to $m \leq \beta n$.

## 7 A 3-Source Extractor

In this section we prove Theorem 1.1. That is we construct a three source extractor for sources with rate $\delta$ for any $\delta>0$. This is the first construction of an $\ell$-source extractor that works for sources with rate $\delta$ such that the constant $\ell \cdot \delta$ can be made arbitrarily small.

The two tools we use in this construction is the somewhere random extractor of Section 6 and an optimal two source extractor with very small input size. For very small input sizes it is sufficient to show the existence of a 2 -source extractor using the probabilistic method as one can find such an extractor by brute force. The next Lemma describes the extractor we use in our construction.

Lemma 7.1 (Optimal Extractor). For every integers d and $m=\lfloor\log d\rfloor$, there exists a $2^{5 d^{14}}$ time computable 2 -source extractor opt : $\{0,1\}^{d \times 2} \rightarrow\{0,1\}^{m}$ with $6 \log d$-entropy requirement and distance $1 / d$.

The proof of Lemma 7.1 follows by a standard calculation and is given for completeness in Appendix A.

### 7.1 An Appetizer: A 4-Source Extractor

Before proving Theorem 1.1 we prove a slightly relaxed version of it, which demonstrates the main idea behind the proof. That is, we prove that there exists a 4 -source extractor with the same parameters. The construction of this extractor is quite simple.

The construction Given the constants $\delta, \epsilon$ and $m$ we choose $d$ large enough to satisfy:

- $\frac{1}{d}<\frac{\epsilon}{2}$ (recall that $\epsilon$ is the desired statistical distance)
- $\log d \geq m$
- $d / \ell-\log \ell \geq 6 \log d$. (Here $\ell$ is the constant from Theorem 6.2 that is defined as a function of $\delta$ ).

Next apply Theorem 6.2 to get a somewhere random extractor with entropy requirement $\delta n$. Let $\ell, \beta$ and $\eta$ be the constants whose existence is guaranteed by the theorem and note that since $n$ is large $\beta n>d / \ell$. We can truncate the length of blocks to $d / \ell$. We denote this somewhere-extractor by s_ext ${ }_{d / \ell}$. This extractor outputs $\ell$ blocks of length $d / \ell$ so overall it outputs $d$ bits. Its output is $2^{-\eta n}$-close to somewhere-uniform.

Let opt be the "optimal extractor" from Lemma 7.1 with input length $d$. As $d$ is a constant it follows that opt can be computed in constant time. Note that the output length of opt is $\log d \geq m$, so we can truncate it to length $m$. Our 4 -sample extractor $\operatorname{ext}_{4}:\{0,1\}^{n \times 4} \rightarrow\{0,1\}^{m}$ is defined as follows (see also Figure 5):

$$
4 \operatorname{ext}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\operatorname{opt}\left(\operatorname{s\_ ext}_{d / \ell}\left(x_{1}, x_{2}\right), \operatorname{s\_ ext}_{d / \ell}\left(x_{3}, x_{4}\right)\right)
$$

We now observe that this indeed gives a 4 -source extractor with the required parameters.
Theorem 7.2 (4-source extractor). For every constants $\delta, \epsilon>0$ and $m \in \mathbb{N}$, and for every sufficiently large integer $n$ there exists a poly $(n)$-time computable 4 -source extractor 4 ext : $\{0,1\}^{n \times 4} \rightarrow$ $\{0,1\}^{m}$ with entropy requirement $\delta n$ and error $\epsilon$.

Proof. Let $X_{1}, \ldots, X_{4}$ be independent distributions over $\{0,1\}^{n}$ all with entropy rate at least $\delta$. We have that s_ext $\left(X_{1}, X_{2}\right)$ is $2^{-\eta n}$-close to a somewhere random distribution with $\ell$ blocks. Recall that a somewhere random distribution with $\ell$ blocks of length $d / \ell$ has min-entropy at least $d / \ell-\log \ell>6 \log d$. It follows that sext $\left(X_{1}, X_{2}\right)$ is $2^{-\eta n}$-close to having min-entropy $6 \log d$ and the same holds for s_ext $\left(X_{3}, X_{4}\right)$. Thus, we apply opt with two independent distributions which meet its entropy requirement and can conclude that the output is $\left(2 \cdot 2^{-\eta n}+1 / d\right)$-close to uniform. We have that $1 / d<\epsilon / 2$ and therefore for large enough $n, 2 \cdot 2^{-\eta n}+1 / d \leq \epsilon$, as required.

### 7.2 Down from 4 Sources to 3

To construct a 3 -source extractors we use the fact that our somewhere random extractor is in fact strong. Using this property we are able to show that we can "reuse" one of the sources without harming the input distribution.

The construction: Given the constants $\delta, \epsilon$ and $m$ we choose the parameters as in the construction for 4 -sources. Our 3 -source extractor is given by:

$$
3 \operatorname{ext}\left(x_{1}, x_{2}, x_{3}\right)=\operatorname{opt}\left(\operatorname{sext}_{d / \ell}\left(x_{1}, x_{2}\right), \operatorname{sext}_{d / \ell}\left(x_{3}, x_{2}\right)\right)
$$

Proof of Theorem 1.1. Let $X_{1}, X_{2}, X_{3}$ be independent distributions over $\{0,1\}^{n}$ with entropy rate at least $\delta$. Recall that seext is a strong somewhere extractor, and recall the notion of a "good" input from Definition 6.1. For $i \in\{1,3\}$, let $B_{i}=\left\{x: x\right.$ is bad for $\left.X_{i}\right\}$. We have that $\operatorname{Pr}_{x \leftarrow X_{2}}[x \in$ $\left.B_{i}\right] \leq 2^{-\eta n}$. Let $B=B_{1} \cup B_{3}$. It follows that if we fix random value of $x_{2}$ then with probability $1-2 \cdot 2^{-\eta n}$ we obtain that $x_{2} \notin B$. For every such fixed $x_{2} \notin B$, the distributions s_ext $\left(X_{1}, x_{2}\right)$ and s_ext $\left(X_{3}, x_{2}\right)$ are independent. Furthermore, each one of them is $2^{-\eta n}$-close to a somewhere random distribution with $\ell$ blocks of length $d / \ell$. As in the case of 4 sources, such a distribution meets the entropy requirements of opt and therefore for all $x_{2} \notin B$, opt $\left(\operatorname{sext}\left(X_{1}, x_{2}\right), \operatorname{sext}\left(X_{3}, x_{2}\right)\right)$ is
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$\left(2 \cdot 2^{-\eta n}+1 / d\right)$-close to uniform distribution. This implies that $\operatorname{opt}\left(\operatorname{sext}\left(X_{1}, X_{2}\right)\right.$, s_ext $\left.\left(X_{3}, X_{2}\right)\right)$ is $\left(4 \cdot 2^{-\eta n}+1 / d\right)$-close to uniform. Once again, we note that $\left(4 \cdot 2^{-\eta n}+1 / d\right) \leq \epsilon$ for large enough $n$.

## 8 A 2-Source Disperser

In this section we construct a 2 -source disperser for sources of any constant rate $\delta>0$. This proves Theorem 1.2. We first restate Theorem 1.2 using the notation of Section 3.

Theorem 8.1 (2-source disperser). For every two constants $\delta>0$ and $m \in \mathbb{N}$ there exists $a$ polynomial time computable function disp : $\{0,1\}^{n \times 2} \rightarrow\{0,1\}^{m}$ such that for every sufficiently large $n$, disp is a 2 -source disperser with entropy requirement $\delta n$ and zero error.

As mentioned in the introduction our techniques give an object that is stronger than a disperser (although weaker than an extractor). A disperser guarantees that for any two independent $\delta$-sources $X$ and $Y$ and for any $z \in\{0,1\}^{m}, \operatorname{Pr}[\operatorname{Disp}(X, Y)=z]>0$. However, dispersers are allowed to assign very small probabilities to some values $z$. Our construction has the following stronger property:
Theorem 8.2 (stronger notion of 2 -source disperser). For every two constants $\delta>0$ and $m \in \mathbb{N}$ there exists a polynomial-time computable function disp : $\{0,1\}^{n \times 2} \rightarrow\{0,1\}^{m}$ and a constant $\vartheta=\vartheta(m, \delta)>0$, such that for every sufficiently large $n$, and for every two independent $n$-bit $\delta$-sources $X, Y$ and for every $z \in\{0,1\}^{m}$ we have

$$
\operatorname{Pr}[\operatorname{disp}(X, Y)=z] \geq \vartheta
$$

Theorems 8.1,8.2 give new explicit constructions of bipartite Ramsey graphs as stated in Corollary 1.3.

Proof. (of Corollary 1.3) To prove this corollary, let $V_{1}=V_{2}=\{0,1\}^{n}$ be two sets of vertices of size $N=2^{n}$. Define a 2-coloring of the edges of the complete bipartite graph $K_{N, N}$ with parts $V_{1}$ and $V_{2}$ as follows. The color of an edge $(x, y): x \in V_{1}, y \in V_{2}$ is $\operatorname{disp}(x, y)$. Then the above theorem implies that for every two subsets $A \subseteq V_{1}$ and $B \subseteq V_{2}$ of size at least $N^{\delta}=2^{\delta n}$ and for every color, the constant proportion of edges between $A$ and $B$ has this color. In particular, this coloring has no monochromatic induced subgraph of size $N^{\delta}$ by $N^{\delta}$.

### 8.1 The Construction

Our goal is to construct a disperser for two independent sources. More precisely, we are given parameters $\delta>0$ and an integer $m$. We think of these parameters as constants and for any sufficiently large $n$ (as a function of $\delta$ and $m$ ) we construct a function disp : $\{0,1\}^{n \times 2} \rightarrow\{0,1\}^{m}$ which is a 2 -source disperser with entropy requirement $\delta n$.

### 8.1.1 Partitions

Our construction considers various partitions of the input strings $x, y \in\{0,1\}^{n}$. We divide $[n]$ into $t \stackrel{\text { def }}{=} 10 / \delta$ equal blocks of length $\delta n / 10$. (We assume from now on that $t$ divides $n$. This is without loss of generality as we can always add dummy bits to inputs to make the requirement hold, at the cost of only slightly decreasing $\delta$.) For each $i \in[t]$ we consider a partition of $[n]$ into three segments in the following way. The first segment $S_{1}$ consists of the blocks $1, \ldots, i-1$. The second segment $S_{2}$ consists of the block $i$ and the third segment $S_{3}$ consists of the blocks $i+1, \ldots, t$. More formally, let $q=\delta n / 10$ be the length of blocks then $S_{1}=\{1, \ldots,(i-1) q\}, S_{2}=\{(i-1) q+1, \ldots, i q\}$ and $S_{3}=\{i q+1, \ldots, n\}$. (It is possible that some segments are empty.) For a string $x \in\{0,1\}^{n}, i \in[t]$ and $j \in[3]$ we define $x_{j}^{i}$ to be the restriction of $x$ to the indices in the $j$ 'th segment. More precisely, $x_{j}^{i} \stackrel{\text { def }}{=} x_{S_{j}}$ where $S_{j}$ is the $j$ 'th segment that is defined using the block $i$. We often omit $i$ if it is clear from the context and then $x_{1}, x_{2}, x_{3}$ refer to the substrings $x_{1}^{i}, x_{2}^{i}, x_{3}^{i}$.

A partition $I$ is a pair $\left(i_{1}, i_{2}\right)$ that is used to partition two strings $x, y$ of length $n$. More precisely, given a partition $I$ and strings $(x, y) \in\{0,1\}^{n \times 2}$ we define $x_{j}^{I} \stackrel{\text { def }}{=} x_{j}^{i_{1}}$ and $y_{j}^{I}=y_{j}^{i_{2}}$. That is, $i_{1}$ is used to partition $x$ and $i_{2}$ is used to partition $y$. We often omit $I$ if it is clear from the context (that is for a fixed partition $I$ we may write expressions like $x_{2}$ or $y_{3}$ ). Note that the number of different partitions is $t^{2}=100 / \delta^{2}$ which is a constant that depends only on $\delta$.

We also define a partial order $\preceq$ on partitions in the following way: Given two partitions $I=\left(i_{1}, i_{2}\right)$ and $I^{\prime}=\left(i_{1}^{\prime}, i_{2}^{\prime}\right)$ we say that $I \preceq I^{\prime}$ if $i_{1} \leq i_{1}^{\prime}$ and $i_{2} \leq i_{2}^{\prime}$. Note that two partitions may be incomparable according to this partial order. We say that $I \npreceq I^{\prime}$ if it does not hold that $I \preceq I^{\prime}$ (in particular, $I$ and $I^{\prime}$ are incomparable then $I \npreceq I^{\prime}$ ).

### 8.1.2 Ingredients

The construction of the disperser uses the same ingredients used in the proof of Theorem 1.1 but in a significantly more complicated way. In order to make the presentation modular we review the properties of the objects that we need. (The properties are also summarized in Figure 7).

A somewhere extractor We make use of a strong somewhere extractor of Theorem 6.2. More precisely, we assume that there exist positive constants $\ell, \beta$ and $\eta$ (that may depend on $\delta$ ) such that we have a polynomial time computable strong somewhere extractor sext : $\left(\{0,1\}^{n}\right)^{2} \rightarrow\{0,1\}^{\beta n \times \ell}$ with entropy requirement $\delta^{5} n / 1000$ and distance $2^{-\eta n}$. We use the notation sext ${ }_{b}$ to denote the application where the $\ell$ outputs are truncated to length $b$. In the formal presentation below we abuse the notation and allow sext to receive inputs of length varying between $\delta^{3} n$ and $n$ by padding the input with zeros if necessary. Summing up, for every constant $b$ and every two independent distributions $X, Y$ on strings of lengths $n_{1}, n_{2}$ respectively, where $n_{1}, n_{2}$ are between $\delta^{3} n$ and $n$, and assuming $H^{\infty}(X) \geq \delta^{5} n / 1000$ and $H^{\infty}(Y) \geq \delta^{5} n / 1000$ we have that sext ${ }_{b}(X, Y)$ is $o(1)$-close to a somewhere-uniform distribution.

A non-constructive optimal 2-source extractor for sources of constant size We use Lemma 7.1 to obtain a 2 -source extractor opt : $\{0,1\}^{d \times 2} \rightarrow\{0,1\}^{m}$ with a constant $d$ large enough so that $\log d>100 m$ and $\frac{d}{\ell}-\log \ell>10 \log d$. By the lemma we have that this extractor is computable in polynomial time and has error $1 / d \leq 2^{-100 m}$ and entropy requirement $6 \log d$. The requirements on the parameters are essentially similar to those made in Section 7.1 and are used to guarantee that opt can be applied on the output of sext ${ }_{d / \ell}$.

### 8.1.3 Definition of the disperser disp

Given input strings $x, y$ of length $n$ we do the following:

1. For every partition $I$ we will define a polynomial time procedure $\operatorname{disp}_{I}(x, y)$. The final output of the disperser will be $\operatorname{disp}_{I}(x, y)$ for some partition $I$ that will be chosen as a function of $x$ and $y$. We next explain how to choose the partition $I$.
2. For every partition $I$ we will define a polynomial time procedure $\operatorname{test}_{I}(x, y)$ that outputs a Boolean value. We say that the partition "passes" the test if $\operatorname{test}_{I}(x, y)$ accepts.
3. The operation of the disperser is as follows: When given the inputs $x, y$ we go over all partitions $I$ and compute $\operatorname{test}_{I}(x, y)$. We choose the partition $I$ that is minimal with respect to the partial order $\preceq$ amongst the partitions that passed the test. If the minimal partition is not unique we choose an arbitrary minimal partition. If no partition passes the test we choose an arbitrary partition. Finally, once we decide on a partition $I$ we set $\operatorname{disp}(x, y)=$ $\operatorname{disp}_{I}(x, y)$.

The procedure $\operatorname{disp}_{I}(x, y)$ : Given a partition $I$, we define:

$$
\operatorname{disp}_{I}(x, y)=\operatorname{opt}\left(\operatorname{sext}_{d / \ell}\left(x_{1}, y_{2}\right), \operatorname{sext}_{d / \ell}\left(y_{1}, x_{2}\right)\right)
$$

The procedure disp ${ }_{I}$ is described pictorially in Figure 9.
The procedure $\operatorname{test}_{I}(x, y)$. Given a partition $I$, we define $\operatorname{test}_{I}(x, y)$ as follows:

1. Choose $k$ to be large enough constant so that $\ell^{4} t^{2} / \delta^{3} 2^{-k} \leq 2^{-10 m}$ (note that this is possible as all other parameters participating in the inequality above are constants). Let $c_{1}(x, y)=$ $\operatorname{sext}_{k}\left(x_{3}, y\right)$ and let $c_{2}(x, y)=\operatorname{sext}_{k}\left(y_{3}, x\right)$ (if $x_{3}$ is of length zero we set $c_{1}$ to be a fixed string of length $k$ and if $y_{3}$ is of length zero we set $c_{2}$ to be a fixed string of length $k$ ). Let $c=c(x, y)$ be the concatenation of $c_{1}(x, y)$ and $c_{2}(x, y)$. Note that $|c|=2 \ell k$ since the number of output blocks in all somewhere-extractors which we are using is $\ell$. We refer to $c$ as the "challenge string" of $x, y$ for partition $I$.
2. We now consider another way of partitioning a string $x$ of length $n$ into blocks. We assume (again without loss of generality) that $\delta^{3} n$ divides $n$ and partition $[n]$ into $p=1 / \delta^{3}$ intervals of length $\delta^{3} n$. More precisely, for $1 \leq v \leq p$ let $x[v]$ denote the $v^{\prime}$ th block that is $x[v]=$ $x_{\left\{(v-1) \delta^{3} n+1, \ldots, v \delta^{3} n\right\}}$. For every $\left(v_{1}, v_{2}\right) \in[p]^{2}$ let $c_{v_{1}, v_{2}}(x, y)=\operatorname{sext}_{2 \ell k}\left(x\left[v_{1}\right], y\left[v_{2}\right]\right)$. Note that there is at most a constant number of such possible pairs $\left(v_{1}, v_{2}\right) \in[p]^{2}$. We refer to $c_{v_{1}, v_{2}}=c_{v_{1}, v_{2}}(x, y)$ as a "response string".
3. The procedure test ${ }_{I}(x, y)$ computes $c(x, y)$. It also computes $c_{v_{1}, v_{2}}(x, y)$ for all $\left(v_{1}, v_{2}\right) \in[p]^{2}$. Note that for every pair ( $v_{1}, v_{2}$ ) the length of each of the $\ell$ blocks in $c_{v_{1}, v_{2}}$ is exactly $2 \ell k$ which
is the length of the challenge string $c$. If there exists a pair $\left(v_{1}, v_{2}\right)$ such that $c$ is a sub-block of $c_{v_{1}, v_{2}}$ then we say that "the challenge is responded" and set test ${ }_{I}(x, y)=1$. Otherwise, $\operatorname{test}_{I}(x, y)=0$.

This concludes the description of the construction. To assist the reader we summarize all the ingredients and parameters in Figure 7 and Figure 8.

Figure 7: Ingredients used in the construction of disp

- A somewhere random extractor seext ${ }_{b}$. This extractor can be applied on any two independent sources with lengths varying from $\delta^{3} n$ to $n$ and has entropy threshold $\delta^{5} n / 1000$. It extracts $\ell$ blocks of length $b$ where $b$ only needs to satisfy that $0<b \leq$ $\beta n$ for some constant $\beta>0$. It has error $2^{-\eta n}$ for some constant $\eta>0$.
- A 2-source extractor opt that can extract $m$ bits from any two independent sources of length $d$ and entropy requirement $6 \log d$ where $d>m$ is a constant that is chosen so that the error of opt is smaller than $2^{-100 m}$.

Figure 8: Parameters used in the construction

| Name | Description | Notes |
| :--- | :--- | :--- |
| $n$ | Length of the two inputs of disp |  |
| $\delta>0$ | Entropy rate of the two input sources | Assumed to be a constant independent of $n$ |
| $m$ | Required output length of disp | Assumed to be a constant independent of $n$ |
| $t=10 / \delta$ | Number of blocks in partitions | We partition any string $x$ of length $n$ into $p$ <br> blocks of length $\delta^{3} n$. The $v$ 'th block <br> is denoted by $x[v]$ |
| $p=1 / \delta^{3}$ | Number of blocks in defining response strings |  |
| $\ell$ | Number of output blocks of sext | A constant that depends only on $\delta$ |
| $k$ | Length of blocks in the challenge string | A constant chosen by the construction <br> so that $\ell^{4} t^{2} / \delta^{3} 2^{k} \leq 2^{-10 m}$ |

### 8.2 An informal overview of the proof

In this section we attempt to give a detailed informal overview of the proof. The reader may skip to the formal proof at any point.

The outline of the proof We show that for every two independent sources $X, Y$ with entropy rate $\delta$ there exists a partition $\tilde{I}$ and subsources $\tilde{X}$ of $X$ and $\tilde{Y}$ of $Y$ such that $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is (very close to) uniformly distributed. Furthermore, we show that with high probability $\tilde{I}$ is the partition selected when choosing $x \leftarrow \tilde{X}$ and $y \leftarrow \tilde{Y}$. Together, these two properties imply that disp is a 2 -source disperser as for any two independent $\delta$-sources $X, Y$ and any string $z$ of length $m$ :

$$
\operatorname{Pr}[\operatorname{disp}(\tilde{X}, \tilde{Y})=z] \approx \operatorname{Pr}\left[\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})=z\right] \approx 2^{-m}>0
$$



Figure 9: The output $\operatorname{disp}_{I}(x, y)$ with respect to partition $I$.

Any event that occurs with positive probability under $\tilde{X}, \tilde{Y}$ occurs with positive (though possibly much smaller) probability under $X, Y$ and so:

$$
\operatorname{Pr}[\operatorname{disp}(X, Y)=z]>0
$$

In fact, we will be able to show that the probability above is greater than some constant $c>0$ where $c$ depends on $\delta$ and $m$ but not on $n$. We do not explain why this follows in this high level overview.

Nicely structured sources It is not hard to show that for any source $X$ with constant rate there exists a subsource $X^{\prime}$ which is "nicely structured" in the sense that there is a partition $\tilde{I}$ such that $X_{3}^{\prime}$ is fixed (that is it contains no entropy) while $X_{2}^{\prime}$ has constant rate and $X_{1}^{\prime}$ has constant rate even when conditioned on $X_{2}^{\prime}$. We apply the same reasoning on the second source $Y$ to get an independent subsource $Y^{\prime}$ with analogous properties. The procedure disp ${ }_{I}$ is designed so that disp $\tilde{I}$ extracts randomness from every two independent sources that are nicely structured. We remark that the subsources $\tilde{X}, \tilde{Y}$ mentioned above are going to be subsources of $X^{\prime}$ and $Y^{\prime}$ which in addition to being nicely structured will have other properties that will insure that the "correct partition" $\tilde{I}$ is selected by the disperser.

The procedure $\operatorname{disp}_{I}$ The procedure $\operatorname{disp}_{I}$ (see also Figure 9) is essentially the 4 -source extractor 4 ext of Section 7.1 when applied on $x_{1}, y_{2}, y_{1}, x_{2}$. (A technicality is that these inputs have different lengths). $\operatorname{disp}_{I}$ is designed to work in the special case when applied on independent sources $\tilde{X}, \tilde{Y}$ that are "nicely structured" as explained above. Loosely speaking in such sources the four parts are "sufficiently independent" so that the argument for 4 ext can be applied.

A little bit more precisely, we consider the case when the variables $\tilde{X}_{2}, \tilde{Y}_{2}$ are fixed to some values $x_{2}, y_{2}$. When conditioning on this event (which we denote by $E$ ) we have that opt is applied on the distributions sext ${ }_{d / \ell}\left(\tilde{X}_{1}, y_{2}\right)$ and $\operatorname{sext}{ }_{d / \ell}\left(\tilde{Y}_{1}, y_{2}\right)$ (conditioned on the event $\left.E\right)$. The important thing to notice is that these two distributions are independent (as each one depends only on one
of the sources). We would like to say that both these distributions are (close to) somewhere random as in that case the procedure $\operatorname{disp}_{\tilde{I}}$ applies opt on two independent distributions of length $\ell \cdot(d / \ell)=d$ which have entropy roughly $d / \ell$ which means that opt produces an output that is close to uniform. For this purpose we use the strongness of the somewhere extractor sext: that is that for any constant rate distribution (e.g. $\tilde{X}_{1}$ ) most fixings $y_{2}$ of $\tilde{Y}_{2}$ are good in the sense that s_ext ${ }_{d / \ell}\left(\tilde{X}_{1}, y_{2}\right)$ is (close to) somewhere random. We use this to show that for most fixings $x_{2}, y_{2}$ of $\tilde{X}_{2}, \tilde{Y}_{2}$ the two distributions above are indeed independent and (close to) somewhere random.

The actual argument is more technical as in the analysis above the distributions sext ${ }_{d / \ell}\left(\tilde{X}_{1}, y_{2}\right)$ and s.ext ${ }_{d / \ell}\left(\tilde{Y}_{1}, y_{2}\right)$ are conditioned on the event $E$. Thus for example,

$$
\left(\operatorname{sext}_{d / \ell}\left(\tilde{X}_{1}, y_{2}\right) \mid E\right)=\left(\operatorname{sext}_{d / \ell}\left(\left(\tilde{X}_{1} \mid \tilde{X}_{2}=x_{2}\right), y_{2}\right)\right.
$$

Avoiding technical details in this high level outline we mention that the fact that $\tilde{X}_{1}$ has constant rate conditioned on $\tilde{X}_{2}$ plays a crucial role as when conditioning on the event $\left\{\tilde{X}_{2}=x_{2}\right\}$ the distribution of the random variable $\tilde{X}_{1}$ may change but it still retains constant rate. We also need to deal with the fact that while for every $x_{2}$ the distribution $\left(\tilde{X}_{1} \mid \tilde{X}_{2}=x_{2}\right)$ has constant rate and therefore most fixings $y_{2}$ of $\tilde{Y}_{2}$ are good, it could be the case that for different choices of $x_{2}$ the set of good $y_{2}$ 's varies. The reader is referred to the proof for the precise details.

The procedure test ${ }_{I}$ : Our goal is to show that there exist two independent nicely structured subsources $\tilde{X}, \tilde{Y}$ of $X, Y$ on which test $I_{I}$ selects the "correct partition" $\tilde{I}$ with high probability. That is we would like the test to pass with probability one on the partition $\tilde{I}$ while it should fail w.h.p. on any partition $I$ that is smaller or incomparable to $\tilde{I}$.

Let $\tilde{X}$ and $\tilde{Y}$ be independent nicely structured sources. We have that when partitioning according to $\tilde{I}$ the third segment $\tilde{X}_{3}^{\tilde{I}}$ is fixed while the second segment $\tilde{X}_{2}^{\tilde{I}}$ has constant rate. Consider some partition $I$ that is smaller or incomparable to $\tilde{I}$. Note that this means that in one of the sources (w.l.o.g. the first one) $I$ has a third segment that is longer than that of $\tilde{I}$ and in particular contains the second segment of $\tilde{I}$. It follows that when partitioning according to $I$, the third segment $\tilde{X}_{3}^{I}$ has constant rate. Loosely speaking, the procedure test is designed to distinguish between the case where the third segment is fixed (in which case we want it to pass) and the case that the third segment has constant rate (in which case we want it to fail).

More formally, we will show that for any two independent nicely structured sources test indeed fails with high probability when applied with a partition on which the third segment has constant rate. We furthermore show, that for any two independent nicely structured sources $X^{\prime}, Y^{\prime}$ there exist independent subsources $\tilde{X}$ of $X$ and $\tilde{Y}$ of $Y$ such that $\tilde{X}, \tilde{Y}$ are also nicely structured and furthermore test $\tilde{I}_{I}(\tilde{X}, \tilde{Y})$ passes with probability one. Note that this is indeed sufficient for our purposes and gives that disp is a disperser. This is because given independent sources $X, Y$ of rate $\delta$ we argued that there exist nicely structured independent subsources $X^{\prime}$ of $X$ and $Y^{\prime}$ of $Y$ and these in turn have nicely structured independent subsources $\tilde{X}, \tilde{Y}$ with the properties above. On these subsources the correct partition $\tilde{I}$ is indeed selected with high probability and we apply $\operatorname{disp}_{\tilde{I}}$ with the correct partition.

Selecting the correct partition It remains to show that any two independent nicely structured sources have nicely structured independent subsources on which the correct partition is selected with high probability. Let $\tilde{X}, \tilde{Y}$ be independent nicely structured sources. We now explain how the procedure test achieves the goal above. We start by identifying properties of the challenge and response strings.

Properties of the challenge string: The first part of the challenge string is defined by $c_{1}(x, y)=$ seext ${ }_{k}\left(x_{3}, y\right)$. When partitioning according to an $I$ that is smaller or incomparable to $\tilde{I}$ the third segment $\tilde{X}_{3}^{I}$ has constant rate and the two inputs of sext meet its entropy requirements. Thus, $c_{1}(\tilde{X}, \tilde{Y})$ is (close to) somewhere random. A somewhere random distribution with blocks of length $k$ has min-entropy at least $\approx k$ and so the challenge string $c$ (which contains $c_{1}$ as a substring) has min-entropy $k$.

We will need a stronger property, namely that for every choice of $v_{1}, v_{2}$ and response string $c_{v_{1}, v_{2}}$ and for every value $r$ the challenge string $c(\tilde{X}, \tilde{Y})$ has min-entropy $k$ even when conditioned on the event $\left\{c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})=r\right\}$. This follows because response strings depend only on short substrings of $x\left[v_{1}\right]$ of $x$ and $y\left[v_{2}\right]$ of $y$ and therefore sext ${ }_{k}\left(x_{3}, y\right)$ can extract randomness even when these two short substrings are fixed to arbitrary values. This means that the randomness extracted is independent of any response string.

It follows that for any response string $c_{v_{1}, v_{2}}$ it is unlikely that $c(\tilde{X}, \tilde{Y})$ appears as a sub-block in the response string $c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})$. We can control this probability by controlling the constant $k$. It follows by a union bound over all $p^{2}$ response strings that it is very unlikely that the challenge string is responded by any response string and therefore test ${ }_{I}(\tilde{X}, \tilde{Y})$ rejects w.h.p.

On the other hand when partitioning according to $\tilde{I}$ the third segments $\tilde{X}_{3}^{\tilde{I}}, \tilde{Y}_{3}^{\tilde{I}}$ are fixed to some strings $x_{3}^{\prime}, y_{3}^{\prime}$. We would like to say that in that case $c$ is fixed. While this is not true as stated, it is true that in this case $c_{1}=\operatorname{sext}_{k}\left(x_{3}^{\prime}, \tilde{Y}\right)$ is a function only of $\tilde{Y}$. Let $c_{1}^{\prime}$ be the most likely value of $c_{1}(\tilde{X}, \tilde{Y})$ and note that $c_{1}^{\prime}$ occurs with probability at least $2^{-k}$. We consider the subsource $\left(\tilde{Y} \mid \operatorname{sext}_{k}\left(x_{3}^{\prime}, \tilde{Y}\right)=c_{1}^{\prime}\right)$ of $Y$ and note that this is indeed a subsource of $\tilde{Y}$ as the event on which we condition is determined by $Y$. The min-entropy of this subsource has reduced by at most $k$ which is a constant that is negligible compared to the entropy present in each of the segments of $\tilde{Y}$. Doing the same process for $c_{2}$ we fix $c_{2}$ to its most likely value $c_{2}^{\prime}$ and obtain a large subsource of $\tilde{X}$. In these new subsources we have that the challenge string is indeed fixed. Note that these two new subsources are nicely structured (as almost no entropy was lost when fixing each if the components of challenge string and so the entropy in each one of the segments did not drop significantly). We can forget about the old sources $\tilde{X}, \tilde{Y}$ and replace them by the new subsources and everything we've said so far still holds for the new subsources as they are also independent and nicely structured. Thus, from now on we refer to the new subsources as $\tilde{X}, \tilde{Y}$. We will now observe that once the challenge string is fixed we can make the response string respond to it.

Properties of the response strings: At this point we are considering the partition $\tilde{I}$ and nicely structured independent sources $\tilde{X}, \tilde{Y}$ such that the challenge string $c(\tilde{X}, \tilde{Y})$ is fixed. As both $\tilde{X}, \tilde{Y}$ have constant rate we can expect that there exists a pair $\left(v_{1}, v_{2}\right) \in[p]^{2}$ so that both $\tilde{X}\left[v_{1}\right], \tilde{Y}\left[v_{2}\right]$ have constant rate. (This is true if we were working with Shannon entropy rather than min-entropy as for the first source $X$ we have that $H(X) \leq \sum_{1 \leq v \leq p} H(X[v])$ and we can take the block $v_{1}$ such that $H\left(X\left[v_{1}\right]\right)$ is maximal and this block has rate at least that of the initial source). The case of min-entropy is more difficult but we choose to ignore this technicality in this high level intuition and assume that there exists such a pair $\left(v_{1}, v_{2}\right)$ with the aforementioned property. For this pair $\left(v_{1}, v_{2}\right)$ the response string $c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})=\operatorname{sext}_{2 \ell k}\left(\tilde{X}\left[v_{1}\right], \tilde{Y}\left[v_{2}\right]\right)$ is the application of a somewhere extractor on independent constant rate sources. Thus $c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})$ is somewhere random. Let us imagine that the first output block is random. As the first block is of length $2 \ell k$ it follows that the probability that this block is equal to the fixed challenge string is $2^{-2 \ell k}$ and in this case the challenge is responded and the test passes. More precisely, let $E$ be the event $\left\{\operatorname{test}_{\tilde{I}}(\tilde{X}, \tilde{Y})=1\right\}$ we have just shown that in the sources $\tilde{X}, \tilde{Y}, E$ occurs with positive (but very small) probability.

This is not sufficient for our purposes. We want $E$ to occur with probability that approaches
one. Our approach is to restrict our attention to the distributions $(\tilde{X} \mid E)$ and $(\tilde{Y} \mid E)$ and so in these new sources $E$ occurs with probability one. An obvious problem is that these distributions are not necessarily independent as the event $E$ "mixes both sources" (more formally it is not necessarily the case that $(\tilde{X} \mid E)$ is a subsource of $X)$. At this point we use the fact that $c_{v_{1}, v_{2}}$ depends only on short substrings of $x$ and $y$. Let $\hat{x}, \hat{y}$ be values of $\tilde{X}\left[v_{1}\right], \tilde{X}\left[v_{2}\right]$ such that sext $(\hat{x}, \hat{y})$ contains the fixed challenge string $c$ as a substring. Rather than conditioning on $E$ we will condition on the event $E^{\prime} \subseteq E$ defined by:

$$
E^{\prime}=\left\{\tilde{X}\left[v_{1}\right]=\hat{x} \text { and } \tilde{Y}\left[v_{2}\right]=\hat{y}\right\}
$$

Note that conditioning on $E^{\prime}$ also fixes the response string so that the challenge is responded, however it has the advantage that the distributions ( $\tilde{X} \mid E^{\prime}$ ) and $\left(\tilde{Y} \mid E^{\prime}\right)$ are independent (and are in fact subsources of $\tilde{X}, \tilde{Y}$ ). Furthermore, these two distributions are also nicely structured as fixing the values of $\tilde{X}\left[v_{1}\right], \tilde{Y}\left[v_{2}\right]$ which are relatively short strings cannot lose too much entropy.

We replace the previous sources $\tilde{X}, \tilde{Y}$ with the new subsources and note that these subsources of the initial sources $X, Y$ are nicely structured and in addition have the property that the correct partition $\tilde{I}$ is selected w.h.p. Thus, these subsources have all the properties that we wanted.

To summarize, when disp is applied on independent $\delta$-sources $X, Y$ we have shown that there exist subsources $\tilde{X}$ of $X$ and $\tilde{Y}$ of $Y$ and a partition $\tilde{I}$ such that on these subsources $\tilde{I}$ is selected w.h.p. and $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is very close to uniform. As explained earlier this means that disp is indeed a disperser.

### 8.3 The Proof

We start with proving Theorem 8.1. In Section 9 we give the additional details needed to prove Theorem 8.2. Throughout this section we assume that $\delta>0$ and $m \geq 1$ are constants and that $n$ is sufficiently large as a function of these two constants. In other words, all formal statements start with: "For every $\delta>0$ and integer $m \geq 1$ there is an integer $N_{0}$ such that for every $n \geq N_{0}$ the following holds". We omit these clauses to make the reading easier. The proof closely follows the intuition explained earlier.

### 8.3.1 The main claim

We will prove that our disperser works by proving the following claim:
Claim 8.3. For every $X, Y$ independent random variables over $\{0,1\}^{n}$ with $H^{\infty}(X), H^{\infty}(Y)>\delta n$ there exist subsources $\tilde{X}$ of $X$ and $\tilde{Y}$ of $Y$ and a partition $\tilde{I}$ such that

1. $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is $2^{-10 m}$-close to uniform.
2. The partition $\tilde{I}$ is selected with probability $1-2^{-10 m}$ on $x \leftarrow \tilde{X}$ and $y \leftarrow \tilde{Y}$.

We now observe that Theorem 8.1 follows from Claim 8.3. The remainder of the section is devoted to proving Claim 8.3.

Proof of Theorem 8.1 from Claim 8.3 Let $X, Y$ be independent $\delta$-sources on $n$ bits. Let $\tilde{X}, \tilde{Y}$ be the subsources guaranteed By Claim 8.3. Let $z \in\{0,1\}^{m}$ be some string. The first item of the claim gives that $\operatorname{Pr}\left[\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})=z\right] \geq 2^{-m}-2^{-10 m}$. The second item says that when disp is applied on $\tilde{X}$ and $\tilde{Y}$ we have that $\tilde{I}$ is not selected with probability at most $2^{-10 m}$. In other words, $\operatorname{Pr}\left[\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y}) \neq \operatorname{disp}(\tilde{X}, \tilde{Y})\right] \leq 2^{-10 m}$. It follows that:

$$
\operatorname{Pr}[\operatorname{disp}(\tilde{X}, \tilde{Y})=z] \geq \operatorname{Pr}\left[\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})=z\right]-2^{-10 m} \geq 2^{-m}-2 \cdot 2^{-10 m}>0
$$

We have that $\tilde{X}=(X \mid A)$ and $\tilde{Y}=(Y \mid B)$ for events $A, B \subseteq\{0,1\}^{n}$ and that $\operatorname{Pr}[X \in A]$ and $\operatorname{Pr}[Y \in B]$ are positive. Thus, when choosing $x \leftarrow X$ and $y \leftarrow Y$ we have positive probability of landing in $A \times B$ and in this case we have positive probability that $\operatorname{disp}(x, y)=z$. Overall,

$$
\operatorname{Pr}[\operatorname{disp}(X, Y)=z]>0
$$

### 8.3.2 Nicely structured sources

When given arbitrary independent $\delta$-sources $X, Y$ our goal is to show the existence of subsources $\tilde{X}$ of $X$ and $\tilde{Y}$ of $Y$ and a partition $\tilde{I}$ with the two properties listed in Claim 8.3. The next Definition identifies properties of sources that will help us prove Claim 8.3.
Definition 8.4 (nicely structured sources). Let $\tilde{X}, \tilde{Y}$ be random variables over $\{0,1\}^{n}$ and let $\tilde{I}$ be a partition. We say that $\tilde{X}, \tilde{Y}$ are nicely structured sources according to $\tilde{I}$ if $\tilde{X}, \tilde{Y}$ are independent and

- $H^{\infty}\left(\tilde{X}_{1}\right), H^{\infty}\left(\tilde{Y}_{1}\right) \geq \delta n / 6$.
- $H^{\infty}\left(\tilde{X}_{2}\right), H^{\infty}\left(\tilde{Y}_{2}\right) \geq \delta^{2} n / 100$.
- $H^{\infty}\left(\tilde{X}_{3}\right), H^{\infty}\left(\tilde{Y}_{3}\right)=0$ (or in other words that both $\tilde{X}_{3}, \tilde{Y}_{3}$ are fixed constants).

It is not important to remember the precise quantities in Definition 8.4. The important details are that in both sources the third segment is fixed while the two other segments have constant rate (where the constant is proportional to $\delta$ ). Moreover, it is important to note that the entropy in the first segment $(\delta n / 6)$ is larger than the length of the second segment ( $\delta n / 10$ ). (Intuitively, this says that the first segment contains entropy even conditioned on the second segment).

The next Claim says that when $\operatorname{disp}_{\tilde{I}}$ is applied on nicely structured sources it fulfils the first item of Claim 8.3 and produces a distribution that is close to uniform.

Claim 8.5. Let $\tilde{X}$ and $\tilde{Y}$ be nicely structured sources according to a partition $\tilde{I}$. Then $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is $2^{-10 m}$-close to uniform.

The proof of Claim 8.5 appears in Section 8.3.3. Loosely speaking, the claim follows as $\operatorname{disp}_{\tilde{I}}(x, y)$ applies the extractor 4 ext on the $x_{1}, x_{2}, y_{1}, y_{2}$ (arranged in the different order $x_{1}, y_{2}, y_{1}, x_{2}$ ). Although the four inputs are not independent, nicely structures sources are "sufficiently independent" for the argument to go through. (In fact, for Claim 8.5 we only need the first two requirements in Definition 8.4 and the third requirement will be used later on).

Another useful property of nicely structured sources is specified in the next Claim that says that any partition $I$ that is smaller or incomparable to $\tilde{I}$ is likely to be rejected by the test.
Claim 8.6. Let $\tilde{X}$ and $\tilde{Y}$ be nicely structured sources according to a partition $\tilde{I}$. Then:

$$
\operatorname{Pr}\left[\exists I \nsucceq \tilde{I}: \operatorname{test}_{I}(\tilde{X}, \tilde{Y})=1\right] \leq 2^{-10 m}
$$

The proof of Claim 8.6 appears in Section 8.3.4. Claim 8.6 means that in order to prove Claim 8.3 it is sufficient to show that for any independent $\delta$-sources $X, Y$ there exist subsources $\tilde{X}$ of $X$ and $\tilde{Y}$ of $Y$ which are nicely structured and in addition $\operatorname{Pr}\left[\right.$ test $\left._{\tilde{I}}(\tilde{X}, \tilde{Y})=1\right]=1$. In such subsources the "correct partition" $\tilde{I}$ is selected with high probability. This is because $\tilde{I}$ is a unique minimal partition that passes the test.

The plan is to first show that for every two independent $\delta$-sources $X, Y$ there exist subsources $X^{\prime}$ of $X$ and $Y^{\prime}$ of $Y$ which are nicely structured (according to some partition $\tilde{I}$ ) and then we will
show the existence of subsources $\tilde{X}$ of $X^{\prime}$ and $\tilde{Y}$ of $Y^{\prime}$ which in addition to being nicely structured have the additional property above. As the second step of restricting $X^{\prime}$ and $Y^{\prime}$ to subsources $\tilde{X}$ and $\tilde{Y}$ "loses entropy" we phrase the next Claim using entropy requirements that are slightly larger than those made in Definition 8.4. This will allow us to lose entropy in the second step and still obtain sources that are nicely structured. The following Claim implements the first step above.

Claim 8.7. For every $X, Y$ independent random variables over $\{0,1\}^{n}$ with $H^{\infty}(X), H^{\infty}(Y)>\delta n$ there exist subsources $X^{\prime}$ of $X$ and $Y^{\prime}$ of $Y$ and a partition $\tilde{I}$ such that when partitioning according to $\tilde{I}$.

- $H^{\infty}\left(X_{1}^{\prime}\right), H^{\infty}\left(Y_{1}^{\prime}\right) \geq \delta n / 2$.
- $H^{\infty}\left(X_{2}^{\prime}\right), H^{\infty}\left(Y_{2}^{\prime}\right) \geq \delta^{2} n / 50$.
- $H^{\infty}\left(X_{3}^{\prime}\right), H^{\infty}\left(Y_{3}^{\prime}\right)=0$ (or in other words that both $X_{3}^{\prime}, Y_{3}^{\prime}$ are fixed constants).

The Proof of Claim 8.7 appears in Section 8.3.5. The second step in the plan above is implemented in the following Claim.

Claim 8.8. Let $\tilde{I}$ be a partition and let $X^{\prime}, Y^{\prime}$ be independent distributions which satisfy the guarantee of Claim 8.7. Namely, when partitioning according to $\tilde{I}$.

- $H^{\infty}\left(X_{1}^{\prime}\right), H^{\infty}\left(Y_{1}^{\prime}\right) \geq \delta n / 2$.
- $H^{\infty}\left(X_{2}^{\prime}\right), H^{\infty}\left(Y_{2}^{\prime}\right) \geq \delta^{2} n / 50$.
- $H^{\infty}\left(X_{3}^{\prime}\right), H^{\infty}\left(Y_{3}^{\prime}\right)=0$

Then, there exist subsources $\tilde{X}$ of $X^{\prime}$ and $\tilde{Y}$ of $Y^{\prime}$ such that:

- $\tilde{X}, \tilde{Y}$ are nicely structured according to $\tilde{I}$.
- $\operatorname{Pr}\left[\operatorname{test}_{\tilde{I}}(\tilde{X}, \tilde{Y})=1\right]=1$.

The proof of Claim 8.8 appears in Section 8.3.6. Putting everything together allows us to prove Claim 8.3 (which in turn implies Theorem 8.1):

Proof of Claim 8.3 Let $X, Y$ be independent $\delta$-sources. By the combination of Claim 8.7 and Claim 8.8 we get that there exists a partition $\tilde{I}$ and subsources $\tilde{X}$ of $X$ and $\tilde{Y}$ of $Y$ which are nicely
 follows directly from Claim 8.5. For the second item we note that by Claim 8.6:

$$
\operatorname{Pr}\left[\exists I \nsucceq \tilde{I}: \operatorname{test}_{I}(\tilde{X}, \tilde{Y})=1\right] \leq 2^{-10 m}
$$

Whenever the event above does not hold we have that $\tilde{I}$ is the partition that is selected and thus, $\tilde{I}$ is selected with probability at least $1-2^{-10 m}$ as required.

### 8.3.3 Extractor for nicely structured sources: proof of Claim 8.5

We now prove Claim 8.5. Recall that disp $\operatorname{din}_{I}(x, y)=\operatorname{opt}\left(\operatorname{sext}_{d / \ell}\left(x_{1}, y_{2}\right)\right.$, $\left.\operatorname{sext}_{d / \ell}\left(y_{1}, x_{2}\right)\right)$. We will show that for most fixings $x_{2}$ of $\tilde{X}_{2}$ and $y_{2}$ of $\tilde{Y}_{2}$ the 2 -source extractor opt is applied on independent distributions with sufficient min-entropy. It follows that for most fixings the output of opt is close to uniform.

We first apply Lemma 3.3 on the sources $\tilde{X}_{1}, \tilde{X}_{2}$ setting $\rho=2^{-\delta n / 100}$ we conclude that with probability $1-\rho$ over choosing $x_{2} \leftarrow \tilde{X}_{2}$,

$$
H^{\infty}\left(\tilde{X}_{1} \mid \tilde{X}_{2}=x_{2}\right) \geq \delta n / 6-\delta n / 10-\log (1 / \rho)>\delta n / 200
$$

We say that $x_{2}$ is "useful" if the inequality above holds for $x_{2}$.
The function sext ${ }_{d / \ell}$ is a strong somewhere random extractor with error $2^{-\eta n}$. Recall that a string $w$ is good for a distribution $R$ if $\operatorname{sext}_{d / \ell}(R, w)$ is $2^{-\eta n}$-close to a somewhere random distribution. As seext can handle sources with min-entropy $\delta n / 200$ we have that for any two independent distributions $R, W$ both with min-entropy at least $\delta n / 200$,

$$
\underset{w \leftarrow W}{\operatorname{Pr}}[w \text { is good for } R] \geq 1-2^{-\eta n}
$$

We say that a string $y_{2}$ is "extracting" with respect to $x_{2}$ if $y_{2}$ is good for the distribution $\left(\tilde{X}_{1} \mid \tilde{X}_{2}=\right.$ $x_{2}$ ). It follows that for every useful $x_{2}$,

$$
\operatorname{Pr}\left[\tilde{Y}_{2} \text { is extracting with respect to } x_{2}\right] \geq 1-2^{-\eta n}
$$

As this holds for every useful $x_{2}$ and as we know that the weight of useful strings $x_{2}$ in the distribution $\tilde{X}_{2}$ is $1-\rho$ we conclude that:

$$
\operatorname{Pr}\left[\tilde{Y}_{2} \text { is extracting with respect to } \tilde{X}_{2}\right] \geq 1-2^{-\eta n}-\rho
$$

We repeat the argument replacing the roles of $x$ and $y$ and define the notions of "useful" and "extracting" strings for this setup. (To distinguish these new notions from the previously defined notions we denote the notions "useful*" and "extracting*". More precisely, we say that a string $y_{2}$ is useful* if $H^{\infty}\left(\tilde{Y}_{1} \mid \tilde{Y}_{2}=y_{2}\right)>\delta n / 200$ and we say that a string $x_{2}$ is extracting* for $y_{2}$ if $x_{2}$ is good for the distribution $\left(\tilde{Y}_{1} \mid \tilde{Y}_{2}=y_{2}\right)$. The same argument as above gives that:

$$
\operatorname{Pr}\left[\tilde{X}_{2} \text { is extracting* with respect to } \tilde{Y}_{2}\right] \geq 1-2^{-\eta n}-\rho
$$

Thus, by a union bound with probability $1-2 \cdot\left(2^{-\eta n}+2 \rho\right)$ over choosing $\left(x_{2}, y_{2}\right) \leftarrow\left(\tilde{X}_{2}, \tilde{Y}_{2}\right)$ the pair that is chosen is a pair of elements that are a "good match" that is $y_{2}$ is extracting with respect to $x_{2}$ and $x_{2}$ is extracting* with respect to $y_{2}$.

Plan for the rest of the proof Next we show that for any pair $\left(x_{2}, y_{2}\right)$ that is a good match $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is close to uniform when conditioning on the event $E=\left\{\tilde{X}_{2}=x_{2}\right.$ and $\left.\tilde{Y}_{2}=y_{2}\right\}$. It will follow that $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is close to uniform.

We now implement the outline above. For a fixed pair $\left(x_{2}, y_{2}\right)$ that is a good match we consider the event $E=\left\{\tilde{X}_{2}=x_{2}\right.$ and $\left.\tilde{Y}_{2}=y_{2}\right\}$ and the conditional distribution: $\left(X^{\prime}, Y^{\prime}\right)=((\tilde{X}, \tilde{Y}) \mid E)$. We define:

- $Z_{1} \stackrel{\text { def }}{=} \operatorname{sext}_{d / \ell}\left(X_{1}^{\prime}, Y_{2}^{\prime}\right)=\operatorname{s\_ ext}_{d / \ell}\left(\left(\tilde{X}_{1} \mid \tilde{X}_{2}=x_{2}\right), y_{2}\right)$.
- $Z_{2} \stackrel{\text { def }}{=} \operatorname{sext}_{d / \ell}\left(Y_{1}^{\prime}, X_{2}^{\prime}\right)=\operatorname{sext}_{d / \ell}\left(\left(\tilde{Y}_{1} \mid \tilde{Y}_{2}=y_{2}\right), x_{2}\right)$.

Note that $Z_{1}$ and $Z_{2}$ are independent (as each of them depends only on one of the sources). Furthermore, by the fact that $\left(x_{2}, y_{2}\right)$ is a good match we have that both distributions are $2^{-\eta n_{-}}$ close to somewhere random distributions. A somewhere random distribution with $\ell$ blocks of length $d / \ell$ is of length $d$ and by Lemma 4.8 such a distribution has min-entropy at least $d / \ell-\log \ell$. We have required that $d / \ell-\log \ell \geq 10 \log d$ and therefore such distributions meet the entropy requirements of opt. As the error of opt is $2^{-100 m}$, it follows that $\operatorname{opt}\left(Z_{1}, Z_{2}\right)$ is $\left(2 \cdot 2^{-\eta n}+2^{-100 m}\right)$-close to uniform.

Summing up, when applying $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ with probability $1-2 \cdot\left(2^{-\eta n}+\rho\right)$ we obtains strings $x_{2}, y_{2}$ which are a good match and in this case the output of $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is $\left(2 \cdot 2^{-\eta n}+2^{-100 m}\right)$ close to uniform. Thus, for large enough $n$ so that $2^{-\eta n}+\rho \ll 2^{-100 m}$ we have that $\operatorname{disp}_{\tilde{I}}(\tilde{X}, \tilde{Y})$ is $2^{-10 m}$-close to uniform as required.

### 8.3.4 Rejecting incorrect partitions: proof of Claim 8.6

We now prove Claim 8.6. Let $I$ be a partition such that $I^{\prime} \nsucceq \tilde{I}$. We want to show that $\operatorname{test}_{I}(\tilde{X}, \tilde{Y})$ accepts with very small probability so that we can do a union bound over all such partitions $I$ and get that all of them are rejected simultaneously with high probability.

Let $\tilde{I}=\left(\tilde{i}_{1}, \tilde{i}_{2}\right)$ and let $I=\left(i_{1}, i_{2}\right)$. As $I^{\prime} \nsucceq \tilde{I}$ we assume without loss of generality that $i_{1}<\tilde{i}_{1}$ (the proof is similar in the case $i_{2}<\tilde{i}_{2}$ ). We know that $H^{\infty}\left(\tilde{X}_{2}^{\tilde{I}}\right) \geq \delta^{2} n / 100$ (or in words that the second segment according to $\tilde{I}$ contains randomness). Note that as $i_{1} \leq \tilde{i}_{1}$ the partition according to $I$ puts the second segment of $\tilde{I}$ in the third segment of $I$, and therefore

$$
H^{\infty}\left(\tilde{X}_{3}^{I}\right) \geq \delta^{2} n / 100
$$

From now on we use the partition $I$ to divide the input strings in all expressions below. We need to show that w.h.p. the challenge string $c=c(\tilde{X}, \tilde{Y})$ is not a sub-block of any response string $c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})$. Fix some $\left(v_{1}, v_{2}\right) \in[p]^{2}$. We apply Lemma 3.3 on the variables $\tilde{X}_{3}$ and $\tilde{X}\left[v_{1}\right]$ using $\rho=2^{-\delta^{3} n}$ and conclude that with probability $1-2^{-\delta^{3} n}$ over choosing $\hat{x} \leftarrow \tilde{X}\left[v_{1}\right]$

$$
H^{\infty}\left(\tilde{X}_{3} \mid \tilde{X}\left[v_{1}\right]=\hat{x}\right) \geq \delta^{2} n / 100-2 \delta^{3} n \geq \delta^{2} n / 200
$$

We say that a string $\hat{x}$ of length $\delta^{3} n$ is "nice" if it satisfies the inequality above.
We can apply the same argument on $\tilde{Y}$ and $\tilde{Y}\left[v_{2}\right]$ and obtain that with probability $1-2^{-\delta^{3} n}$ over choosing $\hat{y} \leftarrow \tilde{Y}\left[v_{2}\right]$

$$
H^{\infty}\left(\tilde{Y} \mid \tilde{Y}\left[v_{2}\right]=\hat{y}\right) \geq \delta^{2} n / 200
$$

(Note that here we use all of $\tilde{Y}$ and not just $\tilde{Y}_{3}$. This is because $c_{1}$ is a function of $x_{3}$ and $y$ ). We say that a string $\hat{y}$ of length $\delta^{3} n$ is "nice*" if it satisfies the inequality above.

Plan for the rest of the proof We will show that for any nice $\hat{x}$ and nice* $\hat{y}$ the probability that the challenge string $c(\tilde{X}, \tilde{Y})$ appears as a sub-block in the response string $c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})$ is small when conditioned on the event $\left\{\tilde{X}\left[v_{1}\right]=\hat{x}\right.$ and $\left.\tilde{Y}\left[v_{2}\right]=\hat{y}\right\}$. It follows that the probability that $c(\tilde{X}, \tilde{Y})$ appears as a sub-block in the response string $c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})$ is small overall. By a union bound over all pairs $\left(v_{1}, v_{2}\right)$ it will follow that test $(\tilde{X}, \tilde{Y})$ rejects with high probability. This is because w.h.p. the challenge string $c$ is not responded by any response string $c_{v_{1}, v_{2}}$.

We now implement the plan above. Fix some nice $\hat{x}$ and nice* $\hat{y}$ and let $E$ be the event $\left\{\tilde{X}\left[v_{1}\right]=\hat{x}\right.$ and $\left.\tilde{Y}\left[v_{2}\right]=\hat{y}\right\}$. We consider the distribution $\left(X^{\prime}, Y^{\prime}\right)=((\tilde{X}, \tilde{Y}) \mid E)$. Recall that $c_{v_{1}, v_{2}}(x, y)=\operatorname{sext}_{2 \ell k}\left(x\left[v_{1}\right], y\left[v_{2}\right]\right)$. Thus, $c_{v_{1}, v_{2}}\left(X^{\prime}, Y^{\prime}\right)=\operatorname{sext}_{2 \ell k}(\hat{x}, \hat{y})$ is a fixed string. On the other hand, recall that $c_{1}(x, y)=\operatorname{sext}_{k}\left(x_{3}, y\right)$ and therefore $c_{1}\left(X^{\prime}, Y^{\prime}\right)=\operatorname{sext}_{k}\left(X_{3}^{\prime}, Y^{\prime}\right)$. Note
that $X_{3}^{\prime}, Y^{\prime}$ are independent distributions where each has min-entropy at least $\delta^{2} n / 200$. Thus, they meet the entropy requirement of sext ${ }_{k}$ and $c_{1}\left(X^{\prime}, Y^{\prime}\right)$ is $2^{-\eta n}$-close to a somewhere random distribution. By Lemma 4.8 a somewhere random distribution on $\ell$ blocks of length $k$ has min-entropy at least $k-\log \ell$. Therefore, the challenge string $c\left(X^{\prime}, Y^{\prime}\right)$ (which contains $c_{1}\left(X^{\prime}, Y^{\prime}\right)$ as a substring) is $2^{-\eta n}$-close to having min-entropy $k-\log \ell$. It indeed follows that it is very unlikely that the challenge string $c\left(X^{\prime}, Y^{\prime}\right)$ is a sub-block of the fixed response string $c_{v_{1}, v_{2}}\left(X^{\prime}, Y^{\prime}\right)$. More precisely, let $a$ be any fixed string that is composed of $\ell$ blocks of length $2 k$. By a union bound over the $\ell$ blocks the probability that a random variable $B$ with min-entropy $v$ appears as a sub-block of $a$ is bounded by $\ell 2^{-v}$. Thus, it follows that the probability that $c\left(X^{\prime}, Y^{\prime}\right)$ appears as a sub-block of $c_{v_{1}, v_{2}}\left(X^{\prime}, Y^{\prime}\right)$ is at most $\ell \cdot\left(2^{-(k-\log \ell)}+2^{-\eta n}\right) \leq \ell^{3} 2^{-k}$ for large enough $n$. In words, the probability that the challenge $c$ is responded by $c_{v_{1}, v_{2}}$ is small.

Summing up, for any $\left(v_{1}, v_{2}\right) \in[p]^{2}$ we have that with probability $1-2 \cdot 2^{-\delta^{3} n}$ over the choice of $\tilde{X}\left[v_{1}\right], \tilde{Y}\left[v_{2}\right]$ we obtain strings $\hat{x}, \hat{y}$ which are nice and then the probability that the challenge string $c$ appears as a sub-block in the response string $c_{v_{1}, v_{2}}$ is at most $\ell^{2} 2^{-k}$. Thus, overall the probability (over $\tilde{X}, \tilde{Y}$ ) that this event happens is at most $2 \cdot 2^{-\delta^{3} n}+\ell^{3} 2^{-k} \leq \ell^{4} 2^{-k}$ for large enough $n$.

This holds for one fixed partition and fixed pair $\left(v_{1}, v_{2}\right) \in[p]^{2}$. However, by a union bound over all partitions $I \nsucceq \tilde{I}$ and all pairs $\left(v_{1}, v_{2}\right)$ we have that the challenge string of the partition $I$ is not responded by any of the response strings with probability at least $1-p^{2} t^{2} \ell^{4} 2^{-k}$. We have chosen the constant $k$ so that this quantity is at least $1-2^{-10 m}$ as required.

### 8.3.5 Existence of nicely structured sources: proof of Claim 8.7

We now prove Claim 8.7. It is sufficient to consider the sources $X, Y$ one at a time. We will show that there exists a subsource $X^{\prime}$ of $X$ and an index $i_{1} \in[t]$ such that when partitioning according to $i_{1}$ we have that:

- $H^{\infty}\left(X_{1}^{\prime}\right) \geq \delta n / 2$.
- $H^{\infty}\left(X_{2}^{\prime}\right) \geq \delta^{2} n / 50$.
- $H^{\infty}\left(X_{3}^{\prime}\right)=0$.

We can then complete the proof of the Claim by doing the same argument on $Y$ to obtain a subsource $Y^{\prime}$ and an index $i_{2}$ with the same properties and then setting $\tilde{I}=\left(i_{1}, i_{2}\right)$

We now turn our attention to finding a subsource $X^{\prime}$ with the aforementioned properties. We show the existence of this subsource using an iterative process: We set $i=t$ and $X^{\prime}=X$. At each step of the process we decrease $i$ by one and modify $X^{\prime}$. We will show that at some point we obtain an index $i$ and a subsource $X^{\prime}$ such that partitioning $X^{\prime}$ according to $i_{1}=i$ gives the desired properties. During the process we maintain the invariant that $X^{\prime}$ is a subsource of $X$, and when partitioning according to $i, X_{3}^{\prime}$ is fixed and $H^{\infty}\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \geq 3 \delta n / 4+i \delta^{2} n / 50$. Note that this indeed holds at the beginning of the process as $X_{3}^{\prime}$ is of length zero and $3 \delta n / 4+t \delta^{2} n / 50 \leq \delta n$. In each iteration there are two possibilities:

- If $H^{\infty}\left(X_{2}^{\prime}\right) \geq \delta^{2} n / 50$ then we stop the process and set $i_{1}=i$. Note that in this case $X^{\prime}$ is a subsource of $X$ with the required properties. That is $H^{\infty}\left(X_{3}^{\prime}\right)=0, H^{\infty}\left(X_{2}^{\prime}\right) \geq \delta^{2} n / 50$ and by Lemma $3.2 H^{\infty}\left(X_{1}^{\prime}\right) \geq H^{\infty}\left(X_{1}^{\prime}, X_{2}^{\prime}\right)-\left|X_{2}^{\prime}\right| \geq 3 \delta n / 4-\delta n / 10 \geq \delta n / 2$.
- If $H^{\infty}\left(X_{2}^{\prime}\right)<\delta^{2} n / 50$ then there exists a string $x_{2}$ of length $\delta n / 10$ so that $\operatorname{Pr}\left[X_{2}^{\prime}=x_{2}\right]>$ $2^{-\delta^{2} n / 50}$. We consider the subsource $X^{\prime \prime}=\left(X^{\prime} \mid X_{2}^{\prime}=x_{2}\right)$. By Lemma 3.1 we have that $H^{\infty}\left(X^{\prime \prime}\right) \geq H^{\infty}\left(X^{\prime}\right)-\delta^{2} n / 50 \geq H^{\infty}\left(X_{1}^{\prime}, X_{2}^{\prime}\right)-\delta^{2} n / 50 \geq 3 \delta n / 4+(i-1) \delta^{2} n / 50$. As $X_{2}^{\prime \prime}, X_{3}^{\prime \prime}$
are fixed all this entropy lies in $X_{1}^{\prime \prime}$. Note that if we now partition $X^{\prime \prime}$ according to $i-1$ we have that $X_{3}^{\prime \prime}$ is fixed and $H^{\infty}\left(X_{1}^{\prime \prime}, X_{2}^{\prime \prime}\right) \geq 3 \delta n / 4+(i-1) \delta^{2} n / 50$. Thus, we can set $X^{\prime}$ to $X^{\prime \prime}$ and $i$ to $i-1$ while maintaining the invariant and continue the process.

We note that the process above must stop before we reach $i=1$. This is because for $i=1$ we have that $i \delta n / 10<3 \delta n / 4$ and it is impossible for the invariant to hold as when partitioning according to $i$ the length of the first and second segment is $\delta n / 10$ and it is impossible that these segments have min-entropy $3 \delta n / 4$. It follows that we indeed find a subsource with the required properties.

### 8.3.6 Selecting the correct partition: proof of Claim 8.8

We now prove proof of Claim 8.8. We have independent distributions $X^{\prime}, Y^{\prime}$ which are already nicely structured according to $\tilde{I}$ and our goal is to restrict them to subsources so that the additional requirement that test $\tilde{I}$ passes holds without reducing the entropy in any of the segments by much so that the subsources we obtain are still nicely structured.

Fixing the challenge. Recall that $c_{1}(x, y)=\operatorname{sext}_{k}\left(x_{3}, y\right)$ and $c_{2}(x, y)=\operatorname{sext}_{k}\left(y_{3}, x\right)$. Our next goal is to restrict our attention to subsources in which $c_{1}$ and $c_{2}$ are fixed. (Recall that $c_{1}$ is already fixed if $x_{3}$ is of length zero and $c_{2}$ is fixed if $y_{3}$ is of length zero). We start with fixing $c_{2}$ in the case that $y_{3}$ has length greater than zero. We have that $Y_{3}^{\prime}$ is fixed to some value $y_{3}^{\prime}$ and therefore the value of $c_{2}\left(X^{\prime}, Y^{\prime}\right)$ given by sext $\left(y_{3}^{\prime}, X^{\prime}\right)$ depends only on $X^{\prime}$. Let $c_{2}^{\prime}$ be the most likely value of $\operatorname{sext}\left(y_{3}^{\prime}, X^{\prime}\right)$ and let $E$ be the event $\left\{\operatorname{sext}\left(Y_{3}^{\prime}, X^{\prime}\right)=c_{2}^{\prime}\right\}$ as the string $c_{2}$ is $k$ bit long we have that $\operatorname{Pr}[E] \geq 2^{-k}$. Recall that $k$ is a constant that depends only on $\delta$ and $m$. We define $X^{\prime \prime}=\left(X^{\prime} \mid E\right)$ and note that $X^{\prime \prime}$ is a subsource of measure $2^{-k}$ of $X$. Note that the distributions $X_{1}^{\prime \prime}$ and $X_{2}^{\prime \prime}$ can be expressed as $\left(X_{2}^{\prime} \mid E\right)$ and $\left(X_{1}^{\prime} \mid E\right)$. (Note that we are not claiming that these are subsources of $X_{1}^{\prime}$ and $X_{2}^{\prime}$ ). By Lemma 3.1 it follows that the conditioning loses at most $k$ bits of min-entropy. We conclude that $H^{\infty}\left(X_{1}^{\prime \prime}\right) \geq H^{\infty}\left(X_{1}^{\prime}\right)-k$ and $H^{\infty}\left(X_{2}^{\prime \prime}\right) \geq H^{\infty}\left(X_{2}^{\prime}\right)-k$. As $k$ is a constant this means that the amount of min-entropy in each of the two segments (which was initially large) did not drop significantly.

We repeat the same process and fix $c_{1}\left(X^{\prime}, Y^{\prime}\right)$ to some value $c_{1}^{\prime}$ by restricting our attention to a subsource $Y^{\prime \prime}$ of $Y^{\prime}$. Thus, in $X^{\prime \prime}, Y^{\prime \prime}$ the value of $c=c_{1} \circ c_{2}$ is fixed to some value $c^{\prime}$. As $k$ is a constant we have that for large enough $n$ the independent sources $X^{\prime \prime}, Y^{\prime \prime}$ have the following properties:

- $H^{\infty}\left(X_{1}^{\prime \prime}\right), H^{\infty}\left(Y_{1}^{\prime \prime}\right) \geq \frac{\delta n}{4}$.
- $H^{\infty}\left(X_{2}^{\prime \prime}\right), H^{\infty}\left(Y_{2}^{\prime \prime}\right) \geq \frac{\delta^{2} n}{60}$.
- $H^{\infty}\left(X_{3}^{\prime \prime}\right), H^{\infty}\left(Y_{3}^{\prime \prime}\right)=0$ (as these segments were already fixed in $\left.X^{\prime}, Y^{\prime}\right)$.
- On the subsources $X^{\prime \prime}, Y^{\prime \prime}$ the value of the "challenge string" $c$ is fixed. More formally, $\operatorname{Pr}\left[c\left(X^{\prime \prime}, Y^{\prime \prime}\right)=c^{\prime}\right]=1$.

Finding a good pair We have that $H^{\infty}\left(X^{\prime \prime}\right) \geq H^{\infty}\left(X_{1}^{\prime \prime}\right) \geq \delta n / 4$. We consider the partition of $X^{\prime \prime}$ into $X^{\prime \prime}[1], \ldots, X^{\prime \prime}[p]$. Intuitively, we can expect that at least one of these segments has min-entropy at least $H^{\infty}\left(X^{\prime \prime}\right) / p$. While this is not necessarily true, the next Lemma asserts that there exists a large subsource of $X^{\prime \prime}$ which has a high min-entropy block.

Claim 8.9. There exist a subsource $X^{\prime \prime \prime}$ of $X^{\prime \prime}$ of measure $1 / p$ and a $v_{1} \in[p]$ such that $H^{\infty}\left(X^{\prime \prime \prime}\left[v_{1}\right]\right) \geq$ $\delta^{4} n / 20$.

Proof. (of Claim 8.9) To simplify the notation in this proof let $W=X^{\prime \prime}$ and we denote $W[v]$ by $W_{v}$ and let $W_{>v}$ denote the concatenation of $W_{v+1}, \ldots, W_{p}$. We have that $H^{\infty}(W) \geq \delta n / 4$. For every $w \in\{0,1\}^{n}$ that is in the support of $W$ and $v \in[p]$ we define:

$$
r_{v}(w)=\operatorname{Pr}\left[W_{v}=w_{v} \mid W_{>v}=w_{>v}\right]
$$

Note that for any such $w$,

$$
2^{-\delta n / 4} \geq \operatorname{Pr}[W=w]=\prod_{v \in[p]} r_{v}(w)
$$

It follows that for every such $w$ there exists $v \in[p]$ such that $r_{v}(w) \leq 2^{-\delta n / 4 p}=2^{-\delta^{4} n / 4}$. For every $w$ we denote the largest such $v$ by $v(w)$. (It is not important to choose the largest $v$ and we only need to associate one $v$ with any string $w)$. Let $A_{v}=\{w: v(w)=v\}$. Note that the sets $A_{v}$ are a partition of the support of $W$ and thus there exists $v \in[p]$ such that $\operatorname{Pr}\left[W \in A_{v}\right] \geq 1 / p \geq \delta^{3}$. To simplify the notation we denote this set by $A$.

Let $W^{\prime}=(W \mid W \in A)$ be a subsource of $W$. We now show that $H^{\infty}\left(W_{v}\right) \geq \delta^{4} n / 20$. This indeed suffices to prove the Claim.

Let $u=\delta^{3} n(p-v)$ denote the total length of the blocks $v+1, \ldots p$. Fix some string $\hat{w}$ of length $\delta^{3} n$ we have that:

$$
\begin{aligned}
\operatorname{Pr}\left[W_{v}^{\prime}=\hat{w}\right] & =\operatorname{Pr}\left[W_{v}=\hat{w} \mid W \in A\right] \\
& =\frac{\operatorname{Pr}\left[W_{v}=\hat{w} \wedge W \in A\right]}{\operatorname{Pr}[W \in A]} \\
& \leq \frac{\operatorname{Pr}\left[W_{v}=\hat{w} \wedge W \in A\right]}{\delta^{3}} \\
& =\frac{\sum_{y \in\{0,1\}} u \operatorname{Pr}\left[W_{v}=\hat{w} \wedge W \in A \mid W_{>v}=y\right] \cdot \operatorname{Pr}\left[W_{>v}=y\right]}{\delta^{3}}
\end{aligned}
$$

For every $\hat{w}$ let $A_{\hat{w}}=\left\{y: \operatorname{Pr}\left[W_{v}=\hat{w} \mid W_{>v}=y\right] \leq 2^{-\delta^{4} n / 4}\right\}$. For $y \notin A_{\hat{w}}$ we have that

$$
\operatorname{Pr}\left[W_{v}=\hat{w} \wedge W \in A \mid W_{>v}=y\right]=0
$$

This is because for any string $w \in A, w_{>v} \in A_{w_{v}}$. Thus, the only positive entries in the sum above correspond to $y \in A_{\hat{w}}$.

$$
\begin{array}{ll}
=\frac{\sum_{y \in A_{\hat{w}}} \operatorname{Pr}\left[W_{v}=\hat{w} \wedge W \in A \mid W_{>v}=y\right] \cdot \operatorname{Pr}\left[W_{>v}=y\right]}{\delta^{3}} \\
\leq \frac{\sum_{y \in A_{\hat{w}}} \operatorname{Pr}\left[W_{v}=\hat{w} \mid W_{>v}=y\right] \cdot \operatorname{Pr}\left[W_{>v}=y\right]}{\delta^{3}} \\
\leq \frac{\sum_{y \in A_{\hat{w}}} 2^{-\delta^{4} n / 4} \cdot \operatorname{Pr}\left[W_{>v}=y\right]}{\delta^{3}} \\
\leq \frac{2^{-\delta^{4} n / 4}}{\delta^{3}} & \text { (By the definition of } \left.A_{\hat{w}}\right) \\
\leq 2^{-\delta^{4} n / 20} & \\
\end{array}
$$

Note that $1 / p$ is a constant that depends only on $\delta$ and therefore when restricting $X^{\prime \prime}$ to $X^{\prime \prime \prime}$ we only lose a constant amount of min-entropy. As we did previously, we can apply this argument
separately for $X_{1}^{\prime \prime \prime}$ and $X_{2}^{\prime \prime \prime}$ and get that each of them suffers a loss of at most a constant amount of min-entropy compared to $X_{1}^{\prime \prime}, X_{2}^{\prime \prime}$.

We repeat the same process for $Y^{\prime \prime}$ to show the existence of a subsource $Y^{\prime \prime \prime}$ and $v_{2} \in[p]$ with analogous properties. Thus, the subsources $X^{\prime \prime \prime}, Y^{\prime \prime \prime}$ have the following properties:

- $H^{\infty}\left(X_{1}^{\prime \prime \prime}\right), H^{\infty}\left(Y_{1}^{\prime \prime \prime}\right) \geq \frac{\delta n}{5}$.
- $H^{\infty}\left(X_{2}^{\prime \prime \prime}\right), H^{\infty}\left(Y_{2}^{\prime \prime \prime}\right) \geq \frac{\delta^{2} n}{70}$.
- $H^{\infty}\left(X_{3}^{\prime \prime \prime}\right), H^{\infty}\left(Y_{3}^{\prime \prime \prime}\right)=0$ (as these segments were already fixed in $X^{\prime}, Y^{\prime}$ ).
- On the subsources $X^{\prime \prime \prime}, Y^{\prime \prime \prime}$ the value of the "challenge string" $c$ is fixed. More formally, $\operatorname{Pr}\left[c\left(X^{\prime \prime}, Y^{\prime \prime}\right)=c^{\prime}\right]=1$.
- There exist $\left(v_{1}, v_{2}\right) \in[p]^{2}$ such that $H^{\infty}\left(X^{\prime \prime \prime}\left[v_{1}\right]\right), H^{\infty}\left(Y^{\prime \prime \prime}\left[v_{2}\right]\right) \geq \frac{\delta^{4} n}{20}$.

Responding to the challenge. Recall that for every pair $\left(v_{1}, v_{2}\right) \in[p]^{2}$ the construction computes a "response string" $c_{v_{1}, v_{2}}(x, y)=\operatorname{sext}_{2 \ell k}\left(x\left[v_{1}\right], x\left[v_{2}\right]\right)$ and checks whether it "meets the challenge" in the sense that it has the "challenge string" $c(x, y)$ as a sub-block.

We now further restrict the subsources so that the response string meets the challenge. We have that for the pair $\left(v_{1}, v_{2}\right)$ found earlier both the substrings $X^{\prime \prime \prime}\left[v_{1}\right]$ and $Y^{\prime \prime \prime}\left[v_{2}\right]$ have constant min-entropy rate and are independent. It follows, that when applying seext ${ }_{2 \ell k}\left(X^{\prime \prime \prime}\left[v_{1}\right], Y^{\prime \prime \prime}\left[v_{2}\right]\right)$ we obtain a distribution $\mathcal{R}$ that is $2^{-\eta n}$-close to a somewhere random distribution. This distribution has blocks of length $2 \ell k$ and note that this is a constant that depends only on $\delta$ and $m$. We have that there exists a random variable $J$ over $[\ell]$ (that may depend on $\mathcal{R}$ ) such that $\mathcal{R}_{J}$ is $2^{-\eta n}$ close to uniform. Thus, $\mathcal{R}_{J}$ equals the fixed challenge string $c^{\prime}$ with probability at least $2^{-\left|c^{\prime}\right|}-2^{-\eta n}$ which is larger than some positive constant. Thus, with constant positive probability the challenge $c^{\prime}$ is responded.

We say that a pair of strings $\hat{x}, \hat{y}$ each of length $\delta^{3} n$ is "useful" if

- s_ext ${ }_{2 \ell k}(\hat{x}, \hat{y})$ contains the challenge $c^{\prime}$ as a sub-block.
- $\operatorname{Pr}\left[X^{\prime \prime \prime}\left[v_{1}\right]=\hat{x}\right]>2^{-2 \delta^{3} n}$ and $\operatorname{Pr}\left[Y^{\prime \prime \prime}\left[v_{2}\right]=\hat{y}\right]>2^{-2 \delta^{3} n}$.

We have already seen that the probability that $X^{\prime \prime \prime}\left[v_{1}\right], X^{\prime \prime \prime}\left[v_{2}\right]$ fulfill the first item is larger than some positive constant. Let $B_{1}=\left\{\hat{x}: \operatorname{Pr}\left[X^{\prime \prime \prime}\left[v_{1}\right]=\hat{x}\right] \leq 2^{-2 \delta^{3} n}\right\}$. Note that

$$
\operatorname{Pr}\left[X^{\prime \prime \prime}\left[v_{1}\right] \in B_{1}\right] \leq 2^{\delta^{3} n} \cdot 2^{-2 \delta^{3} n}=2^{-\delta^{3} n}
$$

The same argument applies to the second source and we conclude that for large enough $n$ the probability that $X^{\prime \prime \prime}\left[v_{1}\right], Y^{\prime \prime \prime}\left[v_{2}\right]$ are useful is larger than some positive constant.

Fix some useful strings $\hat{x}, \hat{y}$. We define subsources $\tilde{X}, \tilde{Y}$ of $X^{\prime \prime \prime}, Y^{\prime \prime \prime}$ as follows: $\tilde{X}=\left(X^{\prime \prime \prime} \mid X^{\prime \prime \prime}\left[v_{1}\right]=\right.$ $\hat{x})$ and $\tilde{Y}=\left(Y^{\prime \prime \prime} \mid Y^{\prime \prime \prime}\left[v_{2}\right]=\hat{y}\right)$. Note that $\tilde{X}, \tilde{Y}$ are indeed subsources. (These are going to be the final subsources). Note that $c_{v_{1}, v_{2}}(\tilde{X}, \tilde{Y})$ is now fixed to the constant s_ext ${ }_{2 \ell k}(\hat{x}, \hat{y})$ which in turn contains the fixed challenge string $c^{\prime}$ as a sub-block (as $\hat{x}, \hat{y}$ are useful). Thus, in $\tilde{X}, \tilde{Y}$ the challenge
 when moving from $X^{\prime \prime \prime}$ to $\tilde{X}$, the min-entropy of the first and second segments decreases by at most $2 \delta^{3} n$ bits. The same argument applies to the second source. We can assume w.l.o.g. that $\delta$ is sufficiently small so that $\delta^{3}$ is much smaller than $\delta^{2}$ and so the losses in min-entropy in each of the segments are insignificant. It follows that the two sources $\tilde{X}, \tilde{Y}$ are nicely structured. More precisely, we have that:

- $H^{\infty}\left(\tilde{X}_{1}\right), H^{\infty}\left(\tilde{Y}_{1}\right) \geq \frac{\delta n}{6}$.
- $H^{\infty}\left(\tilde{X}_{2}\right), H^{\infty}\left(\tilde{Y}_{2}\right) \geq \frac{\delta^{2} n}{100}$.
- $H^{\infty}\left(\tilde{X}_{3}\right), H^{\infty}\left(\tilde{Y}_{3}\right)=0$.

The Claim follows.
Extending the proof of Claim 8.8 to obtain "large" subsources So far we did not pay attention to the measure of the subsources $\tilde{X}, \tilde{Y}$ and now we would like to say that they have large measure (say some positive constant). Following the argument above more carefully we notice that $X^{\prime \prime}$ has measure $2^{-k}$ as a subsource of $X^{\prime}$ and $X^{\prime \prime \prime}$ has measure $1 / p$ as a subsource of $X^{\prime \prime}$. Thus, overall the measure of $X^{\prime \prime \prime}$ as a subsource of $X^{\prime}$ is a positive constant. Unfortunately, the measure of $\tilde{X}$ as a subsource of $X^{\prime \prime \prime}$ is $2^{-2 \delta^{3} n}$ which is smaller than a constant. While the argument above does not give that $\tilde{X}$ has constant measure as a subsource of $X^{\prime}$ it gives a weaker statement with the same flavor. Namely, under the assumptions of Claim 8.8 there is a subsource collection $\tilde{X}_{1}, \ldots, \tilde{X}_{w}$ and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{w}$ of $\left(X^{\prime}, Y^{\prime}\right)$ (for some integer $w$ ) such that the subsource collection has a measure that is a positive constant and for every $j \in[w], \tilde{X}_{j}, \tilde{Y}_{j}$ have the properties guaranteed by Claim 8.8. The precise statement appears below:
Claim 8.10. There exists a constant $\mu>0$ (that depends only on $\delta$ and $m$ ) such that the following holds: Let $\tilde{I}$ be a partition and let $X^{\prime}, Y^{\prime}$ be independent distributions which satisfy the guarantee of Claim 8.7. Namely, when partitioning according to $\tilde{I}$.
- $H^{\infty}\left(X_{1}^{\prime}\right), H^{\infty}\left(Y_{1}^{\prime}\right) \geq \delta n / 2$.
- $H^{\infty}\left(X_{2}^{\prime}\right), H^{\infty}\left(Y_{2}^{\prime}\right) \geq \delta^{2} n / 50$.
- $H^{\infty}\left(X_{3}^{\prime}\right), H^{\infty}\left(Y_{3}^{\prime}\right)=0$

Then there is an integer $w$ and a subsource collection $\tilde{X}_{1}, \ldots, \tilde{X}_{w}$ and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{w}$ of the distribution ( $\left.X^{\prime}, Y^{\prime}\right)$ that has measure $\mu$ and for every $j \in[w], \tilde{X}_{w}, \tilde{Y}_{w}$ has the properties guaranteed by Claim 8.8, namely:

- $\tilde{X}_{w}, \tilde{Y}_{w}$ are nicely structured according to $\tilde{I}$.
- $\operatorname{Pr}\left[\operatorname{test}_{\tilde{I}}\left(\tilde{X}_{w}, \tilde{Y}_{w}\right)=1\right]=1$.

Proof of Claim 8.10 We explain how this follows from the proof of Claim 8.8. We have that $X^{\prime \prime \prime}$ is a subsource of $X^{\prime}$ of measure $2^{-k} / p$ and $Y^{\prime \prime \prime}$ is a subsource of $Y^{\prime}$ of measure $2^{-k} / p$. Recall that $2^{-k} / p$ is a positive constant that depends only on $\delta$ and $m$. Recall that to construct $\tilde{X}$ and $\tilde{Y}$ as subsources of the sources $X^{\prime \prime \prime}$ and $Y^{\prime \prime \prime}$ we defined $\tilde{X}=\left(X^{\prime \prime \prime} \mid X^{\prime \prime \prime}\left[v_{1}\right]=\hat{x}\right)$ and $\tilde{Y}=\left(Y^{\prime \prime \prime} \mid Y^{\prime \prime \prime}\left[v_{2}\right]=\hat{y}\right)$ where $\hat{x}, \hat{y}$ are any useful strings. We have shown that the probability that $X^{\prime \prime \prime}\left[v_{1}\right]$ and $Y^{\prime \prime \prime}\left[v_{2}\right]$ are useful is larger than a positive constant. Let $w$ be the number of pairs $(\hat{x}, \hat{y})$ of useful strings and enumerate all these pairs in some order. That is, for $j \in[w]$ we use ( $\hat{x}_{j}, \hat{y}_{j}$ ) to denote the $j$ 'th pair of useful strings. For every $j \in[w]$ let $\tilde{X}_{j}=\left(X^{\prime \prime \prime} \mid X^{\prime \prime \prime}\left[v_{1}\right]=\hat{x}_{j}\right)$ and $\tilde{Y}_{j}=\left(Y^{\prime \prime \prime} \mid Y^{\prime \prime \prime}\left[v_{1}\right]=\hat{y}_{j}\right)$. Note that the collection $\tilde{X}_{1}, \ldots, \tilde{X}_{w}$ and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{w}$ are a subsource collection of ( $X^{\prime \prime \prime}, Y^{\prime \prime \prime}$ ) of measure which is some positive constant. As $X^{\prime \prime \prime}$ is a subsource of $X^{\prime}$ of constant measure we have by Fact 4.5 that the collection is also a subsource collection of $\left(X^{\prime}, Y^{\prime}\right)$ of positive constant measure. For any $j \in[w]$ the distributions $\tilde{X}_{j}, \tilde{Y}_{j}$ were defined using useful strings and we have already seen that they satisfy the guarantee of Claim 8.8.

## 9 Proof for Stronger Notion of Dispersers

We now explain how to use the machinery we developed in order to prove Theorem 8.2. We imitate the argument used in the proof of Theorem 8.1 making some changes. We start by stating a stronger notion of Claim 8.3. Intuitively, we want that for every independent $\delta$-sources $X, Y$ there exist large subsources $\tilde{X}, \tilde{Y}$ with the properties guaranteed in Claim 8.3. The stronger theorem would have followed had we been able to prove that there exist subsources with measure that is some positive constant. While we do not know how to prove this it will suffice to show that there exists a subsource collection $\tilde{X}_{1}, \ldots, \tilde{X}_{w}$ and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{w}$ (for some integer $w$ ) that is of constant measure and for each $j \in[w], \tilde{X}_{j}, \tilde{Y}_{j}$ have the properties guaranteed by Claim 8.3. The following Claim is a stronger version of Claim 8.3.

Claim 9.1. There exists a constant $\mu>0$ (that depends only on $\delta$ and $m$ ) such that the following holds: For every $X, Y$ independent random variables over $\{0,1\}^{n}$ with $H^{\infty}(X), H^{\infty}(Y)>\delta n$ there exists a partition $\tilde{I}$, an integer $w$ and a subsource collection $\tilde{X}_{1}, \ldots, \tilde{X}_{w}$ and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{w}$ of $(X, Y)$ that has measure $\mu$ such that for every $j \in[w]$

1. $\operatorname{disp}_{\tilde{I}}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right)$ is $2^{-10 m}$-close to uniform.
2. The partition $\tilde{I}$ is selected with probability $1-2^{-10 m}$ on $x \leftarrow \tilde{X}_{j}$ and $y \leftarrow \tilde{Y}_{j}$.

Proof of Theorem 8.2 from Claim 9.1 The proof is identical to that of Theorem 8.1 when using Claim 8.3 (except that we now have a subsource collection and not a subsource). The argument follows: Let $X, Y$ be independent $\delta$-sources on $n$ bits. Let $\tilde{I}$ be a partition and $\tilde{X}_{1}, \ldots, \tilde{X}_{w}$ and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{w}$ be a subsource collection guaranteed By Claim 9.1. Let $z \in\{0,1\}^{m}$ be some string. The first item of the claim gives that for any $j \in[w], \operatorname{Pr}\left[\operatorname{disp}_{\tilde{I}}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right)=z\right] \geq 2^{-m}-2^{-10 m}$. The second item says that when disp is applied on $\tilde{X}_{j}$ and $\tilde{Y}_{j}$ we have that $\tilde{I}$ is not selected with probability at most $2^{-10 m}$. In other words, $\operatorname{Pr}\left[\operatorname{disp}_{\tilde{I}}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right) \neq \operatorname{disp}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right)\right] \leq 2^{-10 m}$. It follows that:

$$
\operatorname{Pr}\left[\operatorname{disp}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right)=z\right] \geq \operatorname{Pr}\left[\operatorname{disp}_{\tilde{I}}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right)=z\right]-2^{-10 m} \geq 2^{-m}-2 \cdot 2^{-10 m}>2^{-(m+1)}
$$

Let $A_{1}, \ldots, A_{w}$ and $B_{1}, \ldots, B_{w}$ be defining events for the subsource collection. Let $E_{j}=A_{j} \times B_{j}$ and let $E=\cup_{j} E_{j}$. We have that the events $E_{1}, \ldots, E_{w}$ are a partition of $E$ and that $\operatorname{Pr}[(X, Y) \in E] \geq \mu$. Once we land in $E$ we have already shown that we hit $z$ with probability $2^{-(m+1)}$ and so overall, $\operatorname{Pr}[\operatorname{disp}(X, Y)=z] \geq \mu 2^{-(m+1)}$ and note that this quantity is a constant that depends only on $\delta$ and $m$ as required.

### 9.1 Proof of Claim 9.1

We follow the proof of Claim 8.3. That proof worked in two steps. We first used Claims 8.7 and Claim 8.8 to show the existence of "nice" subsources $\tilde{X}, \tilde{Y}$ of the original sources. In the second step we used Claims 8.5 and Claim 8.6 to show that on "nice" sources $\tilde{X}, \tilde{Y}$ the properties of Claim 8.3 follow. To prove the stronger version we replace the Claims in the first step with stronger versions that show the existence of a large subsource collection of nice sources. The second step then remains unchanged. We have already observed that the proof of Claim 8.8 gives a stronger version that shows the existence of a large subsource collection (this is stated precisely in Claim 8.10). Thus, we only need to state and prove a stronger version of Claim 8.7. A stronger version which shows the existence of a large subsource collection is stated next.

Claim 9.2. There exists a constant $\mu>0$ (that depends only on $\delta$ and $m$ ) such that the following holds: For every $X, Y$ independent random variables over $\{0,1\}^{n}$ with $H^{\infty}(X), H^{\infty}(Y)>\delta n$ there exists a partition $\tilde{I}$, an integer $w$ and a subsource collection $X_{1}^{\prime}, \ldots, X_{w}^{\prime}$ and $Y_{\tilde{I}}^{\prime}, \ldots, Y_{w}^{\prime}$ of $(X, Y)$ of measure $\mu$ such that for any $j \in[w]$ when partitioning $X_{j}^{\prime}, Y_{j}^{\prime}$ according to $\tilde{I}$ (which we denote by $\left(X_{j}^{\prime}\right)_{1},\left(X_{j}^{\prime}\right)_{2},\left(X_{j}^{\prime}\right)_{3}$ and $\left(Y_{j}^{\prime}\right)_{1},\left(Y_{j}^{\prime}\right)_{2},\left(Y_{j}^{\prime}\right)_{3}$ then:

- $H^{\infty}\left(\left(X_{j}^{\prime}\right)_{1}\right), H^{\infty}\left(\left(Y_{j}^{\prime}\right)_{1}\right) \geq \delta n / 2$.
- $H^{\infty}\left(\left(X_{j}^{\prime}\right)_{2}\right), H^{\infty}\left(\left(Y_{j}^{\prime}\right)_{2}\right) \geq \delta^{2} n / 50$.
- $H^{\infty}\left(\left(X_{j}^{\prime}\right)_{3}\right), H^{\infty}\left(\left(Y_{j}^{\prime}\right)_{3}\right)=0$ (or in other words that both $\left(X_{j}^{\prime}\right)_{3},\left(Y_{j}^{\prime}\right)_{3}$ are fixed constants).

We prove Claim 9.2 in Section 9.2. We are now ready to prove Claim 9.1. As explained above the proof is essentially identical to that of Claim 8.3.

Proof of Claim 9.1 Let $X, Y$ be independent $\delta$-sources. By the combination of Claim 9.2 and Claim 8.10 we get using Fact 4.5 that there exists a partition $\tilde{I}$ an integer $w$ and a subsource collection $\tilde{X}_{1}, \ldots, \tilde{X}_{w}$ and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{w}$ of $(X, Y)$ that has a measure which is larger than some positive constant such that for every $j \in[w]$ the subsources $\tilde{X}_{j}$ of $X$ and $\tilde{Y}_{j}$ of $Y$ are nicely structured according to $\tilde{I}$ and furthermore, $\operatorname{Pr}\left[\operatorname{test}_{\tilde{I}}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right)=1\right]=1$. The first item of Claim 9.1 follows directly from Claim 8.5. For the second item we note that by Claim 8.6 for every $j \in[w]$ :

$$
\operatorname{Pr}\left[\exists I \nsucceq \tilde{I}: \text { test }_{I}\left(\tilde{X}_{j}, \tilde{Y}_{j}\right)=1\right] \leq 2^{-10 m}
$$

Whenever the event above does not hold we have that $\tilde{I}$ is the partition that is selected and thus, $\tilde{I}$ is selected with probability at least $1-2^{-10 m}$ as required.

### 9.2 Proof of Claim 9.2

We consider each of the two sources separately. We prove the following Claim.
Claim 9.3. Let $X$ be a $\delta$-source then there exists $i_{1} \in[t]$ and a subsource $X^{\prime}$ of $X$ with measure $1 / 4 t$ such that when partitioning according to $i_{1}$ for every string $x_{3}$ of length $\left(t-i_{1}\right) \delta n / 10$

- $H^{\infty}\left(X_{1}^{\prime} \mid X_{3}^{\prime}=x_{3}\right) \geq \delta n / 2$.
- $H^{\infty}\left(X_{2}^{\prime} \mid X_{3}^{\prime}=x_{3}\right) \geq \delta^{2} n / 50$.

Once we prove this claim we can apply it on both sources to get subsources $X^{\prime}$ of $X$ and $Y^{\prime}$ of $Y$ and indices $\left(i_{1}, i_{2}\right)$. We define the partition $\tilde{I}=\left(i_{1}, i_{2}\right)$. For any choice $\left(x_{3}, y_{3}\right)$ of values of $X_{3}, Y_{3}$ that occur with positive probability under $\left(X^{\prime}, Y^{\prime}\right)$ we define $X_{x_{3}, y_{3}}^{\prime}=\left(X^{\prime} \mid X_{3}^{\prime}=x_{3}\right)$ and $Y_{x_{3}, y_{3}}^{\prime}=\left(Y^{\prime} \mid Y_{3}^{\prime}=y_{3}\right)$. Note that the collection $\left(X_{x_{3}, y_{3}}^{\prime}\right)_{\left(x_{3}, y_{3}\right)}$ and $\left(Y_{x_{3}, y_{3}}^{\prime}\right)_{\left(x_{3}, y_{3}\right)}$ are a subsource collection of $(X, Y)$ of measure $1 / 16 t^{2}$ with the required properties.

We are left with proving Claim 9.3. For every $i \in[t]$ and $x$ in the support of $X$ we consider partitioning according to $i$ and define $r_{i}(x)=\operatorname{Pr}\left[X_{2}=x_{2} \mid X_{3}=x_{3}\right]$. Note that for any $x$ in the support of $X$ :

$$
2^{-\delta n} \geq \operatorname{Pr}[X=x]=\prod_{i \in[t]} r_{i}(x)
$$

This is because when varying $i$ from $t$ to 1 each new term is the conditional probability that $X_{2}^{i}=x_{2}^{i}$ conditioned on the event that the blocks in $X_{3}^{i}$ are fixed.

For any string $x$ there exists an $i$ such that $r_{i}(x) \leq 2^{-\frac{\delta n}{4 t}}$ (as otherwise the product cannot be smaller than $2^{-\delta n}$. For every $x$ let $i(x)$ be the largest index $i$ with that property. For every $i \in[t]$ let $B_{i}=\{x: \operatorname{Pr}[X=x]>0$ and $i(x)=i\}$. Note that the sets $\left\{B_{i}\right\}_{i \in[t]}$ are a partition of the support of $X$ and therefore there exists an $i_{1}$ such that $\operatorname{Pr}\left[B_{i_{1}}\right] \geq 1 / t$. From now on we always partition according to $i_{1}$ and to simplify the notation we define $B=B_{i_{1}}$. Let $B^{\prime}=$ $\left\{x \in B: \operatorname{Pr}\left[X \in B \mid X_{3}=x_{3}\right]<1 / 2 t\right\}$. Note that

$$
\begin{aligned}
\operatorname{Pr}\left[X \in B^{\prime}\right] & =\sum_{x_{3}} \operatorname{Pr}\left[X \in B^{\prime} \mid X_{3}=x_{3}\right] \operatorname{Pr}\left[X_{3}=x_{3}\right] \\
& \leq \sum_{x_{3}} \operatorname{Pr}\left[X \in B \mid X_{3}=x_{3}\right] \operatorname{Pr}\left[X_{3}=x_{3}\right] \\
& \leq \frac{1}{2 t} \cdot \sum_{x_{3}} \operatorname{Pr}\left[X_{3}=x_{3}\right] \\
& \leq \frac{1}{2 t}
\end{aligned}
$$

Let $A=B \backslash B^{\prime}$ it follows that $\operatorname{Pr}[X \in A] \geq 1 / 2 t$. Let $X^{\prime}=(X \mid X \in A)$. We have that $X^{\prime}$ is a subsource of $X$ with measure $1 / 2 t$. It remains to show that $X^{\prime}$ fulfils the required properties.

Fix some string $x \in A$ (that is in the support of $\left.X^{\prime}\right)$ we estimate $H^{\infty}\left(X_{2}^{\prime} \mid X_{3}^{\prime}=x_{3}\right)$ and $H^{\infty}\left(X_{1}^{\prime} \mid X_{3}^{\prime}=x_{3}\right)$.

$$
\begin{aligned}
\operatorname{Pr}\left[X_{2}^{\prime}=x_{2} \mid X_{3}^{\prime}=x_{3}\right] & =\operatorname{Pr}\left[X_{2}=x_{2} \mid X_{3}=x_{3} \wedge X \in A\right] \\
& =\frac{\operatorname{Pr}\left[X_{2}=x_{2} \wedge X \in A \mid X_{3}=x_{3}\right]}{\operatorname{Pr}\left[X \in A \mid X_{3}=x_{3}\right]} \\
& \leq \frac{\operatorname{Pr}\left[X_{2}=x_{2} \mid X_{3}=x_{3}\right]}{1 / 2 t} \\
& \leq 2 t \cdot 2^{-\frac{\delta n}{4 t}} \\
& \leq 2^{-\delta^{2} n / 40+\log t+1} \\
& \leq 2^{-\delta^{2} n / 50}
\end{aligned}
$$

It follows that $H^{\infty}\left(X_{2}^{\prime} \mid X_{3}^{\prime}=x_{3}\right) \geq \delta^{2} n / 50$ as required. We now estimate $H^{\infty}\left(\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \mid X_{3}^{\prime}=x_{3}\right)$. The argument is very similar to the previous one. We observe that for any $x \in B$ (and therefore for any $x \in A$ ) we have that

$$
\operatorname{Pr}\left[X_{3}=x_{3}\right]>2^{-\frac{(t-i) \delta n}{4 t}}>2^{-\delta n / 4}
$$

This is because for any $x \in B, i_{1}$ is the largest index such that $r_{i}(x) \leq 2^{-\frac{\delta n}{4 t}}$. Note that $2^{-\delta n} \geq \operatorname{Pr}[X=x]=\operatorname{Pr}\left[\left(X_{1}, X_{2}\right)=\left(x_{1}, x_{2}\right) \mid X_{3}=x_{3}\right] \cdot \operatorname{Pr}\left[X_{3}=x_{3}\right]$ and therefore for any $x \in B$, $\operatorname{Pr}\left[\left(X_{1}, X_{2}\right)=\left(x_{1}, x_{2}\right) \mid X_{3}=x_{3}\right] \leq 2^{-(\delta n-\delta n / 4)} \leq 2^{-\frac{3 \delta n}{4}}$. Using this inequality we can repeat the argument above.

$$
\begin{aligned}
\operatorname{Pr}\left[X_{1}^{\prime}=x_{1} \wedge X_{2}^{\prime}=x_{2} \mid X_{3}^{\prime}=x_{3}\right] & =\operatorname{Pr}\left[X_{1}=x_{1} \wedge X_{2}=x_{2} \mid X_{3}=x_{3} \wedge X \in A\right] \\
& =\frac{\operatorname{Pr}\left[X_{1}=x_{2} \wedge X_{2}=x_{2} \wedge X \in A \mid X_{3}=x_{3}\right]}{\operatorname{Pr}\left[X \in A \mid X_{3}=x_{3}\right]} \\
& \leq \frac{\operatorname{Pr}\left[X_{1}=x_{1} \wedge X_{2}=x_{2} \mid X_{3}=x_{3}\right]}{1 / 2 t} \\
& \leq 2 t \cdot 2^{-\frac{3 \delta n}{4}} \\
& \leq 2^{-3 \delta n / 4+\log t+1} \\
& \leq 2^{-2 \delta n / 3}
\end{aligned}
$$

It follows that $H^{\infty}\left(\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \mid X_{3}^{\prime}=x_{3}\right) \geq 2 \delta n / 3$. Observe that by Lemma 3.2

$$
H^{\infty}\left(X_{1}^{\prime} \mid X_{3}^{\prime}=x_{3}\right) \geq H^{\infty}\left(\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \mid X_{3}^{\prime}=x_{3}\right)-\left|X_{2}^{\prime}\right| \geq \frac{2 \delta n}{3}-\frac{\delta n}{10} \geq \frac{\delta n}{2}
$$

as required. This concludes the proof of the Claim.

## 10 Conclusion and open problems

The two main results of this paper are new constructions of 3 -source extractors and 2 -source dispersers for every min-entropy rate $\delta>0$. While these constructions significantly improve the parameters achieved by the best previous explicit constructions they are still far from the parameters achieved by "non-explicit" objects which are shown to exist using the probabilistic method.

The construction and analysis of the 2 -source disperser are quite complicated and it will be very interesting to give a simpler construction.

Our constructions use brute force search to find a constant sized optimal extractor. We remark that in a subsequent work Rao [Rao06] constructs an extractor for two "block-wise sources" and that this construction does not use brute force search. Such extractors extract randomness from two independent nicely structured sources and can therefore replace the function disp ${ }_{I}$ which is a component in the construction of the Disperser (and give a construction that does not rely on brute force search).

We remark that in a subsequent work, Barak et al [BRSW06] construct an improved 2-source disperser. This construction heavily builds on this paper and in particular relies on a (recursive and more complicated) implementation of the "challenge-response mechanism" presented in this paper.
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## A Proof of Lemma 7.1

For completeness we give the proof of Lemma 7.1. This is a standard calculation that follows from the following more general lemma.

Lemma A.1. Let $m<k<d$ be integers, and let $\epsilon>0$. There exist some constant $a>0$ such that if $k>\log d+2 m+2 \log (1 / \epsilon)+a$ then there exists a $2^{5 d^{2} \cdot 2^{2 k}}$-time computable 2 -source extractor opt : $\{0,1\}^{d \times 2} \rightarrow\{0,1\}^{m}$ with $k$-entropy requirement and distance $\epsilon$.

Proof. We first give a probabilistic argument that such an extractor exists, and then find it by brute force. Let $M=2^{m}, D=2^{d}$ and $K=2^{k}$. Let $A$ be a randomly chosen $D \times D$ matrix with entries in $\{0,1\}^{m}$, where the $D^{2} m$ bits used as an entries of $A$ are $K^{2} m$-wise independent. We show that with positive probability the function $\operatorname{opt}(x, y)=A_{x, y}$ is an extractor with the required parameters. We say that $R$ is a rectangle if $R \in\binom{[D]}{K} \times\binom{[D]}{K}$. We first show that for every rectangle $R$, nonzero $v \in\{0,1\}^{m}$ and $\epsilon>0$

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\sum_{(i, j) \in R}(-1)^{<A_{i j}, v>}\right|>K^{2} \epsilon / M\right]<e^{-\Omega\left(\frac{\epsilon^{2} K^{2}}{M^{2}}\right)} . \tag{1}
\end{equation*}
$$

For every $(i, j) \in R$ and nonzero $v \in\{0,1\}^{m}$ define a random variable $B_{i j}=(-1)^{<A_{i j}, v>}$ and let $B=\sum_{(i, j) \in R} B_{i j}$. Note that $\mathbb{E}[B]=0$. Moreover, since every $K^{2}$ entries of $A$ are independent, we have the independence of variables $B_{i j}$. Therefore the Chernoff bound implies that $\operatorname{Pr}[|B|>$ $\left.\epsilon K^{2} / M\right]<e^{-\Omega\left(\frac{\epsilon^{2} K^{2}}{M^{2}}\right)}$.

We say that $A$ passes $R$ and $v$ if $\left|\sum_{(i, j) \in R}(-1)^{<A_{i j}, v>}\right| \leq K^{2} \epsilon / M$. By a union bound over all rectangles and nonzero vectors we get that the probability that there exist a rectangle $R$ and nonzero $v$ such that $A$ does not pass $R$ and $v$ is bounded by

$$
\binom{D}{K}^{2} \cdot M \cdot e^{-\Omega\left(\frac{\epsilon^{2} K^{2}}{M^{2}}\right)} \leq 2^{3 K d-\Omega\left(\frac{\epsilon^{2} K^{2}}{M^{2}}\right)}
$$

It is easy to verify that there exists some constant $c>0$ such that the right side of the above inequality is smaller than one when $K \geq \frac{c d M^{2}}{\epsilon^{2}}$. This holds for $k>\log d+2 m+2 \log (1 / \epsilon)+O(1)$. Thus, there exists a matrix $A^{\prime}$ which passes all rectangles and all vectors $v$. Let opt $(x, y)=A_{x, y}^{\prime}$. We now verify that opt is a 2 -sample extractor with $k$-entropy requirement and distance $\epsilon$. It is sufficient consider only pairs of independent sources where each component is a flat distribution. Each such pair of sources is uniformly distributed over some rectangle $R$. Fix such an $R$ and let $Y$ denote the output distribution of opt on $R$. For every nonzero $v \in\{0,1\}^{m}$ we have that the expected bias of $Y$ in $v$ is $\left|\mathbb{E}\left[(-1)^{<Y, v>}\right]\right| \leq \epsilon / M$. Thus, the distribution $Y$ is $\epsilon / M$-biased and by the Vazirani XOR-lemma (see e.g. [Gol95]) we have that $Y$ is $\epsilon$-close to uniform. (In fact, it also would have followed if $Y$ were only $\epsilon / \sqrt{M}$-biased). This shows that opt indeed is an extractor.

To find a matrix which passes all rectangles and vectors we go over all possible matrices $A$ in the appropriate sample space. There are efficient constructions of such a space that are of size $\left(D^{2} m\right)^{K^{2} m}$. For each matrix we check all rectangles and vectors, altogether $\binom{D}{K}^{2} \cdot M$ choices. Finally for each such choice we check whether (1) holds in time $K^{2} m$. Thus, the total time we need is bounded by

$$
\left(D^{2} m\right)^{K^{2} m} \cdot\binom{D}{K}^{2} \cdot M \cdot K^{2} m \leq 2^{3 d^{2} \cdot 2^{2 k}+d \cdot 2^{k+1}+m+3 k} \leq 2^{5 d^{2} \cdot 2^{2 k}}
$$
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[^1]:    ${ }^{1} \mathrm{~A}$ distribution $X$ over $\{0,1\}^{n}$ has min-entropy (at least) $k$ if for every $x \in\{0,1\}^{n}, \operatorname{Pr}[X=x] \leq 2^{-k}$. We say that $X$ has entropy rate $\delta$ if $X$ has min-entropy at least $\delta n$. A distribution $X$ with rate $\delta$ is called a $\delta$-source.

[^2]:    ${ }^{2}$ In a subsequent work [BoU05] this was improved to min-entropy $(1 / 2-\alpha) n$ for some constant $\alpha>0$. We elaborate on subsequent work in Section 1.4.
    ${ }^{3}$ This extractor was proposed already in [ZUC90], but the analysis there relies on an unproven number theoretic assumption.
    ${ }^{4}$ In a subsequent work [BRSW06] extend the techniques developed in this paper and give an improved construction of Ramsey graphs. We discuss subsequent work in Section 1.4.

[^3]:    ${ }^{5}$ The construction in that paper is only "weakly explicit" in the sense that the 2-coloring can be found in time polynomial in $N$. The Hadamard 2-source extractor (as well as all the constructions in this paper) are "strongly explicit" meaning that $f$ is computable in time polynomial in $n=\log N$.
    ${ }^{6}$ In the extractor literature dispersers usually come with an error parameter $\epsilon$, and then the requirement is that the output of $f$ contains at least $(1-\epsilon)$-fraction of all elements in $\{0,1\}^{m}$.

[^4]:    ${ }^{7}$ The latter are the so called "win-win" condensers introduced in [LRVW03] whose analysis shows that when they fail to condense, some other good thing must happen.

[^5]:    ${ }^{8}$ The precise definition is given in Section 5 and requires that there exists a random variable $I$ (which may depend on $X$ ) such that $\operatorname{con}(X)_{I}$ (namely, the $I$ 'th block of the output) is close to a 0.9 -source. In this high level overview we oversimplify the presentation and say that "one of the output blocks" is (close to) a 0.9 -source.

[^6]:    ${ }^{9}$ A preliminary version of this paper included a different construction of a "basic condenser" see discussion in Remark 5.4.

