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SHEET 3

1 Classical relative entropy

1. Show that if a function f : (0,∞) → R is convex, then its perspective g : (0,∞) × (0,∞) → R defined by
g(x, t) = tf(xt ) is convex.

2. Deduce that the classical relative entropy defined by D(P∥Q) =
∑

x∈X P (x) log P (x)
Q(x) is jointly convex.

3. Show that for probability distributions P,Q, D(P∥Q) ≥ 0 with equality if and only if P = Q.

2 Quantum relative entropy: properties and consequences of data processing

1. Positivity of the quantum relative entropy for states:

(a) Let ρ, σ ∈ S(A), show that D(ρ∥σ) ≥ 0.

(b) Show that D(ρ∥σ) = 0 if and only if ρ = σ (you might want to use the classical case).

2. Unital channels increase entropy: Let N : L(A) → L(B) be a unital quantum channel. Show that
H(B)N (ρ) ≥ H(A)ρ.

3. Relative entropy of classical-quantum states. Let ρXB, σXB ∈ S(X ⊗ B) be classical-quantum states of the
form ρXB =

∑
x∈X P (x)|x⟩⟨x|X ⊗ ρxB and σXB =

∑
x∈X Q(x)|x⟩⟨x|X ⊗ σx

B for some density operators ρx

and σx. Show that
D(ρXB∥σXB) = D(P∥Q) +

∑
x∈X

P (x)D(ρxB∥σx
B).

4. Mutual information and relative entropy: Let ρAB ∈ S(A⊗B). Show that

I(A : B)ρ = min
ωA∈S(A),σB∈S(B)

D(ρAB∥ωA ⊗ σB).
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