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#### Abstract

Here we consider the image of the principal minor map of symmetric matrices over an arbitrary unique factorization domain $R$. By exploiting a connection with symmetric determinantal representations, we characterize the image of the principal minor map through the condition that certain polynomials coming from so-called Rayleigh differences are squares in the polynomial ring over $R$. In almost all cases, one can characterize the image of the principal minor map using the orbit of Cayley's hyperdeterminant under the action of $\left(\mathrm{SL}_{2}(R)\right)^{n} \rtimes S_{n}$. Over $\mathbb{C}$, this recovers a characterization of Oeding from 2011, and over $\mathbb{R}$, the orbit of a single additional quadratic inequality suffices to cut out the image. Applications to other symmetric determinantal representations are also discussed.


## 1. Introduction

Given an $n \times n$ matrix $A$ with entries in a commutative ring $R$, let $A_{S}$ denote the principal minor obtained by taking the determinant of the principal submatrix of $A$ with rows and columns indexed by $S$. Let $\operatorname{Sym}_{n}(R)$ denote the space of symmetric $n \times n$ matrices with entries in $R$. The principal minor map is the map

$$
\varphi: \operatorname{Sym}_{n}(R) \rightarrow R^{2^{n}} \quad \text { given by } \quad \varphi(A)=\left(A_{S}\right)_{S \subseteq[n]},
$$

where we take $A_{\emptyset}=1$. Here we seek to characterize the image of the principal minor map over arbitrary unique factorization domains $R$, and in particular, arbitrary fields.

Over $\mathbb{R}$ and $\mathbb{C}$, this problem was studied by Holtz and Sturmfels [HS07], who show that the image is invariant under an action of $\mathrm{SL}_{2}(\mathbb{R})^{n} \rtimes S_{n}$ and conjectured that the vanishing of polynomials in the orbit of the hyperdeterminant under this group cuts out the image of the principal minor map over $\mathbb{C}$. This conjecture was resolved by Oeding in 2011, using tools from representation theory Oed11. Here we generalize this result to hold over arbitrary unique factorization domains, except those with exactly three elements.

We will study this problem by associating to the matrix $A$ the multiaffine polynomial

$$
f_{A}=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+A\right)=\sum_{S \subseteq[n]} A_{S} \prod_{i \notin S} x_{i} .
$$

This translates the problem of characterizing the image of the principal minor map to the problem of characterizing multiaffine polynomials in $R\left[x_{1}, \ldots, x_{n}\right]$ with symmetric determinantal representations. Key to this characterization will be Rayleigh differences.

The Rayleigh difference of a polynomial $f$ with respect to $i, j \in[n]$ is defined to be

$$
\begin{equation*}
\Delta_{i j}(f)=\frac{\partial f}{\partial x_{i}} \frac{\partial f}{\partial x_{j}}-f \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}} . \tag{1}
\end{equation*}
$$

These polynomials play a prominent role in the theory of stable polynomials Brä07. Using Dodgson condensation Dod67, one can see that for the determinantal polynomial $f_{A}$, all Rayleigh differences $\Delta_{i j}\left(f_{A}\right)$ are squares in the polynomial ring $R\left[x_{1}, \ldots, x_{n}\right]$. In 2015,

Kummer, Plaumann and the second author prove the converse over $\mathbb{R}$ KPV15] and here we prove it over an arbitrary unique factorization domain.

Formally, to $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]}$ in $R^{2^{n}}$ we associate the polynomial $f_{\mathbf{a}}=\sum_{S \subseteq[n]} a_{S} \prod_{i \notin S} x_{i}$.
Theorem 3.5. Let $R$ be a unique factorization domain. An element $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]}$ in $R^{2^{n}}$ is in the image of $\operatorname{Sym}_{n}(R)$ under the principal minor map if and only if $a_{\emptyset}=1$ and for every $i, j \in[n], \Delta_{i j}\left(f_{\mathbf{a}}\right)$ is a square in $R\left[x_{1}, \ldots, x_{n}\right]$.

For $n=3, \Delta_{12}\left(f_{\mathbf{a}}\right)$ is a quadratic polynomial in the remaining variable $x_{3}$, namely

$$
\Delta_{12}\left(f_{\mathbf{a}}\right)=\left(a_{1} a_{2}-a_{\emptyset} a_{12}\right) x_{3}^{2}+\left(a_{1} a_{23}+a_{2} a_{13}-a_{3} a_{12}-a_{\emptyset} a_{123}\right) x_{3}+\left(a_{13} a_{23}-a_{3} a_{123}\right) .
$$

For this polynomial to be a square, its discriminant must vanish, giving us a necessary equation on the coefficients of $f_{\mathbf{a}}$. The discriminant of $\Delta_{12}\left(f_{\mathbf{a}}\right)$ with respect to $x_{3}$ equals the well-known Cayley $2 \times 2 \times 2$ hyperdeterminant,

$$
\begin{aligned}
\operatorname{Hyp} \operatorname{Det}(\mathbf{a})= & \left(a_{1} a_{23}+a_{2} a_{13}-a_{3} a_{12}-a_{\emptyset} a_{123}\right)^{2}-4\left(a_{1} a_{2}-a_{\emptyset} a_{12}\right)\left(a_{13} a_{23}-a_{3} a_{123}\right) \\
= & a_{\emptyset}^{2} a_{123}^{2}+a_{1}^{2} a_{23}^{2}+a_{2}^{2} a_{13}^{2}+a_{3}^{2} a_{12}^{2}-2 a_{\emptyset} a_{1} a_{23} a_{123}-2 a_{\emptyset} a_{2} a_{13} a_{123}-2 a_{\emptyset} a_{3} a_{12} a_{123} \\
& -2 a_{1} a_{2} a_{13} a_{23}-2 a_{1} a_{3} a_{12} a_{23}-2 a_{2} a_{3} a_{12} a_{13}+4 a_{\emptyset} a_{23} a_{13} a_{12}+4 a_{123} a_{1} a_{2} a_{3} .
\end{aligned}
$$

The coefficients of 1 and $x_{3}^{2}$ in $\Delta_{12}\left(f_{\mathbf{a}}\right)$ are $a_{13} a_{23}-a_{3} a_{123}$ and $a_{1} a_{2}-a_{\emptyset} a_{12}$, respectively. We see that $\Delta_{12}\left(f_{\mathbf{a}}\right)$ is a square if and only if these two coefficients are squares in $R$ and the discriminant, $\operatorname{HypDet}(\mathbf{a})$, is zero. One can check that $\operatorname{Discr}_{x_{3}} \Delta_{12}\left(f_{\mathbf{a}}\right), \operatorname{Discr}_{x_{2}} \Delta_{13}\left(f_{\mathbf{a}}\right)$ and $\operatorname{Discr}_{x_{1}} \Delta_{23}\left(f_{\mathbf{a}}\right)$ are all the same and equal to $\operatorname{HypDet}(\mathbf{a})$. Therefore a vector $\mathbf{a} \in R^{2^{3}}$ with $a_{\emptyset}=1$ is in the image of the principal minor map if and only if $\operatorname{HypDet}(\mathbf{a})=0$ and for every $i, j \in[3]$ with $\{k\}=[3] \backslash\{i, j\}$, both $a_{i k} a_{j k}-a_{k} a_{i j k}$ and $a_{i} a_{j}-a_{\emptyset} a_{i j}$ are squares in $R$.

Our main result is that, under the action of $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$, these conditions characterize the image of the principal minor map for general $n$.
Theorem 5.1. Let $R$ be a unique factorization domain with $|R| \neq 3$ and $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in R^{2^{n}}$ with $a_{\emptyset}=1$. There exists a symmetric matrix over $R$ with principal minors a if and only if
(i) for every $i, j \in[n], a_{i} a_{j}-a_{i j}$ is a square in $R$, and
(ii) for every $\gamma \in \mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$, $(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$.

While the description in (ii) involves a potentially infinite set of quartic polynomials, we give an explicit set of $\binom{n}{3} 5^{n-3}$ elements $\gamma \in \mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$ that are necessary and sufficient in this characterization (see Remark [5.2). As observed in [Oed09, Observation III.15], when $R$ is a field of characteristic zero, this is precisely the dimension of the linear space in $R\left[a_{S}: S \subseteq[n]\right]$ spanned by the polynomials $(\gamma \cdot \operatorname{HypDet})(\mathbf{a})$.

As a corollary of Theorem 5.1, we obtain another proof of Oeding's result over $\mathbb{C}$ :
Corollary 5.3, Let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in \mathbb{C}^{2^{n}}$ with $a_{\emptyset}=1$. Then a belongs to the image of the principal minor map over $\mathbb{C}$ if and only if for every $\gamma \in \mathrm{SL}_{2}(\mathbb{C})^{n} \rtimes S_{n},(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$.

We also get a semialgebraic description of the image of the principal minor map over $\mathbb{R}$.
Corollary 5.4. Let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in \mathbb{R}^{2^{n}}$ with $a_{\emptyset}=1$. Then a belongs to the image of the principal minor map over $\mathbb{R}$ if and only if for every $i, j \in[n], a_{i} a_{j}-a_{i j} \geq 0$ and for every $\gamma \in \mathrm{SL}_{2}(\mathbb{R})^{n} \rtimes S_{n},(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$.

For real symmetric matrices, the inequalities $A_{i} A_{j}-A_{i j} \geq 0$ are a subset of the wellknown Hadamard-Fischer inequalities $A_{S \cup i} A_{S \cup j}-A_{S} A_{S \cup i j} \geq 0$, which were also used by

Holtz and Sturmfels in a partial characterization of the image of the principal minor map over $\mathbb{R}$, HS07, Theorem 6]. Corollary 5.4 states that these inequalities and the equations given by the images of the $2 \times 2 \times 2$ hyperdeterminant under $\mathrm{SL}_{2}(\mathbb{R})^{n} \rtimes S_{n}$ cut out the image of the principal minor map over $\mathbb{R}$. The image of the principal minor map over $\mathbb{R}$ is of special interest, as for positive semidefinite matrices $A$, the discrete probability measure on $2^{[n]}$ given by $\operatorname{Prob}(S) \propto A_{S}$ forms a determinantal point process. These distributions have several nice properties, such as negative association, and appear in a wide range of applications BBL09, KT12].

Over fields of characteristic two, the discriminant of a univariate quadratic is a square. From Theorem 5.1, we then recover the results of van Geeman and Marrani vGM19] that the image is cut out by quadratic equations:

Corollary 5.5. Let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in R^{2^{n}}$ with $a_{\emptyset}=1$ where $R$ has characteristic two. There exists a symmetric matrix over $R$ with principal minors a if and only if
(i) for every $i, j \in[n], a_{i} a_{j}-a_{i j}$ is a square in $R$, and
(ii) for every $\gamma \in \mathrm{SL}_{2}\left(\mathbb{F}_{2}\right)^{n} \rtimes S_{n}, \gamma \cdot\left(a_{\emptyset} a_{123}+a_{1} a_{23}+a_{2} a_{13}+a_{3} a_{12}\right)=0$.

In particular, for $R=\mathbb{F}_{2}$, (i) is always satisfied and the image of the principal minor map is cut out by the quadratic equations in (ii).

Several other incarnations of the principal minor map have been studied. Lin and Sturmfels LS09] prove that the ideal of the image of the space of general $4 \times 4$ complex matrices under the principal minor map is minimally generated by 65 polynomials of degree 12 and they conjecture that the image of the space of general square complex matrices is cut out by equations of degree 12. Huang and Oeding [HO17] solve this conjecture in the special case where all principal minors of same size are equal (the symmetrized principal minor assignment problem). They provide a minimal parametrization of the respective varieties in the cases of symmetric, skew symmetric and square complex matrices. Kenyon and Pemantle [KP14] adjust the principal minor map by adding the almost principal minors to the vector in the image and they showed that the ideal of the variety in this case is generated by translations of a single relation. In future work, we intend to extend the techniques in this paper to other spaces of (non-symmetric) matrices.

Griffin and Tsatsomeros GT06a, GT06b] examine the complexity of computing the vector of the principal minors of an $n \times n$ matrix and give a numerical algorithm that reconstructs a preimage matrix, if it exists over $\mathbb{C}$, from such a vector. Rising, Kulesza and Taskarc RKT15] provide an efficient algorithm for reconstruction in the symmetric case.

The paper is organized as follows. In Section 2, we establish notation and introduce the action of $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$. In Section 3, we establish the connection between square Rayleigh differences and determinantal representations and prove Theorem 3.5. In Section 4, we use the group action of $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$ to characterize the set multiquadratic squares in $R\left[x_{1}, \ldots, x_{n}\right]$ and use this to characterize the image of the principal minor map in Section 5. To conclude, in Section 6, we discuss some consequences for other determinantal representations as well as connections to the $\operatorname{Grassmannian} \operatorname{Gr}_{\mathbb{F}}(d, n)$ over arbitrary fields.
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## 2. Background and notation

Throughout the paper, we take $R$ to be a unique factorization domain. Let $R[\mathbf{x}]$ denote the polynomial ring $R\left[x_{1}, \ldots, x_{n}\right]$. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$ and $S \subseteq[n]$, we use the notation $\mathbf{x}^{\alpha}$ for $\prod_{i=1}^{n} x_{i}^{\alpha_{i}}$ and $\mathbf{x}^{S}$ for $\prod_{i \in S} x_{i}$. For $f \in R[\mathbf{x}]$, let $\operatorname{deg}_{i}(f)$ denote the degree of $f$ in the variable $x_{i}$. Given $\mathbf{d}=\left(\mathbf{d}_{1}, \ldots, \mathbf{d}_{n}\right) \in \mathbb{Z}_{\geq 0}^{n}$, let $R[\mathbf{x}]_{\leq \mathbf{d}}$ denote the set of polynomials with degree at most $\mathbf{d}_{i}$ in $x_{i}$ for each $i=1, \ldots, n$. These form an $R$-module of rank $\prod_{i=1}^{n}\left(\mathbf{d}_{i}+1\right)$. When $\mathbf{d}_{1}=\ldots=\mathbf{d}_{n}=m$, we abbreviate $R[\mathbf{x}]_{\leq(m, \ldots m)}$ by $R[\mathbf{x}]_{\leq \mathbf{m}}$. Of particular interest are multiaffine polynomials, $R[\mathbf{x}]_{\leq 1}$, with degree $\leq 1$ in each variable, and multiquadratic polynomials, $R[\mathbf{x}]_{\leq \mathbf{2}}$, with degree $\leq 2$ in each variable. We will often consider multi-homogenezations of these polynomials. Let $R[\mathbf{x}, \mathbf{y}]_{\mathbf{d}}$ denote the set of polynomials in the variables $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ that are homogeneous of degree $\mathbf{d}_{i}$ in each pair of variables $x_{i}, y_{i}$. For $f=\sum_{\alpha} c_{\alpha} \mathbf{x}^{\alpha}$, let $f^{\mathbf{d}-\mathrm{hom}}$ in $R[\mathbf{x}, \mathbf{y}]_{\mathbf{d}}$ denote the polynomial

$$
f^{\mathbf{d}-\mathrm{hom}}=\prod_{i=1}^{n} y_{i}^{\mathbf{d}_{i}} \cdot f\left(x_{1} / y_{1}, \ldots, x_{n} / y_{n}\right)=\sum_{\alpha} c_{\alpha} \mathbf{x}^{\alpha} \mathbf{y}^{\mathbf{d}-\alpha} .
$$

To a polynomial $f \in R[\mathbf{x}]_{\leq 2}$, its discriminant with respect to any variable $x_{k}$, denoted $\operatorname{Discr}_{x_{k}}(f)$, equals $b^{2}-4 a c$ where $f=a x_{k}^{2}+b x_{k}+c$ and $a, b, c$ do not involve the variable $x_{k}$. Similarly, for a multiquadratic polynomial $f \in R[\mathbf{x}, \mathbf{y}]_{\mathbf{2}}$, we can write $f=a x_{k}^{2}+b x_{k} y_{k}+c y_{k}^{2}$ and define its discriminant with respect to $\left(x_{k}, y_{k}\right)$ to be $\operatorname{Discr}_{\left(x_{k}, y_{k}\right)}(f)=b^{2}-4 a c$.

The symmetric group acts on $R[\mathbf{x}]$ by permuting the variables. That is, for $\pi \in S_{n}$, $\pi \cdot f$ equals $f\left(x_{\pi(1)}, \ldots, x_{\pi(n)}\right)$. The action of $\mathrm{SL}_{2}(R)^{n}$ on $R[\mathbf{x}]_{\leq \mathbf{d}}$ is defined as follows. Let $\gamma=\left(\gamma_{i}\right)_{i \in[n]}$ in $\mathrm{SL}_{2}(R)^{n}$ where $\gamma_{i}=\left(\begin{array}{ll}a_{i} & b_{i} \\ c_{i} & d_{i}\end{array}\right)$. Then for $f \in R[\mathbf{x}]_{\leq \mathbf{d}}$,

$$
\gamma \cdot f=\prod_{i=1}^{n}\left(c_{i} x_{i}+d_{i}\right)^{\mathbf{d}_{i}} \cdot f\left(\frac{a_{1} x_{1}+b_{1}}{c_{1} x_{1}+d_{1}}, \ldots, \frac{a_{n} x_{n}+b_{n}}{c_{n} x_{n}+d_{n}}\right) .
$$

One way to interpret this action is via the multi-homogenezation of $f$. The induced action of $\gamma$ on $f^{\mathrm{d}-\mathrm{hom}}$ is just an $R$-linear change of coordinates:

$$
\gamma \cdot f^{\mathrm{d}-\mathrm{hom}}=f^{\mathrm{d}-\mathrm{hom}}\left(\gamma_{1} \cdot\binom{x_{1}}{y_{1}}, \ldots, \gamma_{n} \cdot\binom{x_{n}}{y_{n}}\right) .
$$

Restricting to $y_{1}=\ldots=y_{n}=1$ gives back $\gamma \cdot f$. Similarly, we can extend the action of $S_{n}$ to $R[\mathbf{x}, \mathbf{y}]_{\mathbf{d}}$ by simultaneous permutations of the $x_{i}$ and $y_{i}$ coordinates, i.e. $\pi \cdot f=$ $f\left(x_{\pi(1)}, \ldots, x_{\pi(n)}, y_{\pi(1)}, \ldots, y_{\pi(n)}\right)$.

Note that $R[\mathbf{x}]_{\leq 1}$ and $R^{2^{n}}$ are isomorphic $R$-modules, and so the action of $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$ on $R[\mathbf{x}]_{\leq 1}$ also gives one on $R^{2^{n}}$. Specifically, to an element $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]}$ in $R^{2^{n}}$ we associate the multiaffine polynomial $f_{\mathbf{a}}=\sum_{S \subseteq[n]} a_{S} \mathbf{x}^{[n] \backslash S}$ and to any polynomial $f \in R[\mathbf{x}]_{\leq 1}$ we associate the point $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]}$ in $R^{2^{n}}$ with $a_{S}=\operatorname{coeff}\left(f, \mathbf{x}^{[n] \backslash S}\right)$. Note that if $A$ is a symmetric matrix with $a_{S}=A_{S}$, then $f_{\mathbf{a}}=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+A\right)$. For any $\gamma \in \operatorname{SL}_{2}(R)^{n} \rtimes S_{n}$, we define $\gamma \cdot \mathbf{a}$ by the relation $f_{\gamma \cdot \mathbf{a}}=\gamma \cdot f_{\mathbf{a}}$. Similarly, we define the action of $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$ on the polynomial ring $R\left[a_{S}: S \subseteq[n]\right]$ by $\gamma \cdot F(\mathbf{a})=F(\gamma \cdot \mathbf{a})$.

Example 2.1. For $n=3$, consider $\gamma=\left(\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right), \mathrm{Id}_{2}, \mathrm{Id}_{2}\right)$ in $\mathrm{SL}_{2}(R)^{3}$. For any point $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[3]} \in R^{2^{3}}$,
$\gamma \cdot f_{\mathbf{a}}=x_{1} f_{\mathbf{a}}\left(-x_{1}^{-1}, x_{2}, x_{3}\right)=\sum_{T \ni 1} a_{T} \mathbf{x}^{[3] \backslash(T \backslash 1)}-\sum_{T \ngtr 1} a_{T} \mathbf{x}^{[3] \backslash(T \cup 1)}=\sum_{S \ngtr 1} a_{S \cup 1} \mathbf{x}^{[3] \backslash S}-\sum_{S \ni 1} a_{S \backslash \backslash 1} \mathbf{x}^{[3] \backslash S}$.
Taking coefficients of $\gamma \cdot f_{\mathbf{a}}$ shows that $(\gamma \cdot \mathbf{a})_{S}$ equals $a_{S \cup 1}$ if $1 \notin S$ and $-a_{S \backslash 1}$ if $1 \in S$. For $F(\mathbf{a})=a_{2} a_{3}-a_{\emptyset} a_{23}$, we see that $\gamma \cdot F(\mathbf{a})=F(\gamma \cdot \mathbf{a})=a_{12} a_{13}-a_{1} a_{123}$. From this we see that the image of $F$ under the group $\mathrm{SL}_{2}(R)^{3} \rtimes S_{3}$ includes all six polynomials of the form $a_{i} a_{j}-a_{\emptyset} a_{i j}$ and $a_{i k} a_{j k}-a_{k} a_{i j k}$ for $\{i, j, k\}=\{1,2,3\}$.

Proposition 2.2. Consider an element $\gamma \in \mathrm{SL}_{2}(R)^{n}$ that acts by $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ in the $k$-th coordinate and the identity in all others. For any $f \in R[\mathbf{x}]_{\leq 1}$,

$$
\Delta_{i j}(\gamma \cdot f)= \begin{cases}\Delta_{i j}(f) & \text { if } k=i, j \\ \gamma \cdot \Delta_{i j}(f) & \text { otherwise } .\end{cases}
$$

Proof. For each $k \in[n]$, let $f_{k}$ denote the derivative of $f$ with respect to $x_{k}$ and let $f^{k}$ denote its specialization to $x_{k}=0$. We can then write $f=x_{k} f_{k}+f^{k}$. Then

$$
\gamma \cdot f=\left(a x_{k}+b\right) f_{k}+\left(c x_{k}+d\right) f^{k}=x_{k}\left(a f_{k}+c f^{k}\right)+\left(b f_{k}+d f^{k}\right)
$$

In particular, $\frac{\partial}{\partial x_{k}}(\gamma \cdot f)=\left(a f_{k}+c f^{k}\right)$ and $\left.(\gamma \cdot f)\right|_{x_{k}=0}=b f_{k}+d f^{k}$.
To see how this action affects Rayleigh differences, we write the polynomial $\Delta_{i j}(f)$ as

$$
\Delta_{i j}(f)=f_{i} f_{j}-f f_{i j}=f_{i}^{j} f_{j}^{i}-f^{i j} f_{i j}
$$

where $f_{i}^{j}$ for example denotes $\left.\frac{\partial f}{\partial x_{i}}\right|_{x_{j}=0}$. If $k=i$, applying $\gamma$ then gives

$$
\Delta_{i j}(\gamma \cdot f)=\left(a f_{i}^{j}+c f^{i j}\right)\left(b f_{i j}+d f_{j}^{i}\right)-\left(b f_{i}^{j}+d f^{i j}\right)\left(a f_{i j}+c f_{j}^{i}\right)=(a d-b c)\left(f_{i}^{j} f_{j}^{i}-f^{i j} f_{i j}\right)
$$

showing that $\Delta_{i j}(f)$ is invariant. Another way to see this is to view $\Delta_{i j}(f)$ as the resultant of $f_{j}$ and $f^{j}$ with respect to $x_{i}$. Note that for $k \neq i, j, \gamma$ commutes with taking the derivatives with respect to $x_{i}, x_{j}$ and restricting $x_{i}, x_{j}$ to zero. Therefore $\Delta_{i j}(\gamma \cdot f)=\gamma \cdot \Delta_{i j}(f)$.

Corollary 2.3. The set of polynomials $f \in R[\mathbf{x}]_{\leq 1}$ such that $\Delta_{i j}(f)$ is a square for all $i, j \in[n]$ is invariant under the action of $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$.
Proof. Note that the set of squares in $R[\mathbf{x}]_{\leq 2}$ is invariant under the action of $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$. If $g=h^{2}$ where $h \in R[\mathbf{x}]_{\leq 1}$ then for $\pi \in S_{n}, \pi \cdot g=(\pi \cdot h)^{2}$. Similarly for $\gamma \in \operatorname{SL}_{2}(R)^{n}$, $\gamma \cdot g=(\gamma \cdot h)^{2}$. Note here that $\gamma$ acts on $g$ as an element of $R[\mathbf{x}]_{\leq \mathbf{2}}$ and acts on $h$ as an element of $R[\mathbf{x}]_{\leq 1}$, regardless of their degrees.

First we note invariance under the symmetric group. For any $\pi \in S_{n}, \Delta_{i j}(\pi \cdot f)$ equals $\pi \cdot \Delta_{\pi^{-1}(i) \pi^{-1}(j)}(f)$. Therefore if $f$ has the property that $\Delta_{i j}(f)$ is a square for all $i, j$, then so does $\pi \cdot f$. Similarly, by Proposition [2.2, for any $\gamma \in \mathrm{SL}_{2}(R)^{n}$, if $\Delta_{i j}(f) \in R[\mathbf{x}]_{\leq 2}$ is a square, then so is $\Delta_{i j}(\gamma \cdot f)$.

We will also use the usual homogenization of a polynomial to some total degree $d$, using a single homogenizing variable $y$. That is, for $f=\sum_{\alpha} c_{\alpha} \mathbf{x}^{\alpha} \in R[\mathbf{x}]$ of total degree $d=\operatorname{deg}(f)$, its homogenization is

$$
\bar{f}=y^{d} f\left(x_{1} / y, \ldots, x_{n} / y\right)=\sum_{\alpha} c_{\alpha} \mathbf{x}^{\alpha} y^{d-|\alpha|} \in R[\mathbf{x}, y] .
$$

To end this section, we remark that the condition that $\Delta_{i j}(f)$ is a square is robust to various homogenizations.

Proposition 2.4. Let $f \in R[\mathbf{x}]_{\leq 1}$ and let $\bar{f}$ denote the homogenization of $f$ in $R[\mathbf{x}, y]$. Then the following are equivalent
(a) $\Delta_{i j}(f)$ is a square in $R[\mathbf{x}]$,
(b) $\Delta_{i j}(\bar{f})$ is a square in $R[\mathbf{x}, y]$,
(c) $\overline{\Delta_{i j}(f)}$ is a square in $R[\mathbf{x}, y]$,
(d) $\left(\Delta_{i j}(f)\right)^{\mathbf{2}-\text { hom }}$ is a square in $R[\mathbf{x}, \mathbf{y}]_{\mathbf{2}}$.

Proof. The implications $(\mathrm{b}) \Rightarrow(\mathrm{a}),(\mathrm{c}) \Rightarrow(\mathrm{a})$, and $(\mathrm{d}) \Rightarrow(\mathrm{a})$ follow from restricting to $y=1$ or $y_{1}=\ldots=y_{n}=1$. For $(\mathrm{a}) \Rightarrow(\mathrm{c})$ and $(\mathrm{a}) \Rightarrow(\mathrm{d})$, we note that if $\Delta_{i j}(f)=g^{2}$ for some $g \in R[\mathbf{x}]$, then $\overline{\Delta_{i j}(f)}=(\bar{g})^{2}$ and $\left(\Delta_{i j}(f)\right)^{2-h o m}=\left(g^{1-h o m}\right)^{2}$. For $(\mathrm{a}) \Rightarrow(\mathrm{b})$, let $f \in R[\mathbf{x}]_{\leq 1}$ with total degree $d$ and suppose that $\Delta_{i j} f=g^{2}$ for some $g \in R[\mathbf{x}]$. Let $m=\operatorname{deg}(g)$. By definition, $\Delta_{i j}(\bar{f}) \in R[\mathbf{x}, y]$ is homogeneous of degree $2 d-2$. Its restriction to $y=1$ equals $\Delta_{i j} f$. Therefore $\Delta_{i j}(\bar{f})$ equals $y^{2 d-2-2 m} \overline{\Delta_{i j}(f)}$, showing that $\Delta_{i j}(\bar{f})$ can be written as $\left(y^{d-1-m} \bar{g}\right)^{2}$.

## 3. Squares to Determinantal Representations

In this section we prove Theorem 3.5. This relies heavily on the structure of the polynomials $\Delta_{i j}(f)$ defined in (11). If $f$ is multiaffine, then $\Delta_{i j}(f)$ does not involve the variables $x_{i}$ and $x_{j}$ and has degree $\leq 2$ in the other variables. In particular, if $\Delta_{i j}(f)=\left(g_{i j}\right)^{2}$ for some $g_{i j} \in R\left[x_{1}, \ldots, x_{n}\right]$, then $g_{i j}$ does not involve the variables $x_{i}$ and $x_{j}$ and has degree $\leq 1$ in the rest. We first work with more general determinantal representations in a larger ring $R\left[x_{1}, \ldots, x_{m}\right]=R\left[x_{n+1}, \ldots, x_{m}\right][\mathbf{x}]$ with $n<m$.
Theorem 3.1. Let $f \in R\left[x_{1}, \ldots, x_{m}\right]$ be a homogeneous polynomial of degree $n<m$. Suppose $f$ is multiaffine in the variables $x_{1}, \ldots, x_{n}$ and its coefficient of $x_{1} \cdots x_{n}$ equals one. Then $f=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+\sum_{j=n+1}^{m} x_{j} M_{j}\right)$ for some $M_{j} \in \operatorname{Sym}_{n}(R)$ if and only if $\Delta_{i j} f$ is a square in $R\left[x_{1} \ldots, x_{m}\right]$ for all $1 \leq i, j \leq n$.

Proof of $(\Rightarrow)$. This follows from a classical equality on the principal minors of an $n \times n$ matrix, used by Dodgson [Dod67] as a method for computing determinants. For subsets $S, T \subset[n]$ of equal cardinality, let $M(S, T)$ denote the submatrix of $M$ obtained by dropping rows $S$ and columns $T$ from $M$. Then for any $i \neq j \in[n]$,
(2) $\operatorname{det}(M(i, i)) \cdot \operatorname{det}(M(j, j))-\operatorname{det}(M) \operatorname{det}(M(\{i, j\},\{i, j\}))=\operatorname{det}(M(i, j)) \cdot \operatorname{det}(M(j, i))$.

Note that for $M=\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+\sum_{j=n+1}^{m} x_{j} M_{j}$ and any subset $S \subseteq[n]$, the principal minor $\operatorname{det}(M(S, S))$ equals the derivative of $f$ with respect to the variables in $S,\left(\prod_{i \in S} \frac{\partial}{\partial x_{i}}\right) f$. The equation above then gives that $\Delta_{i j}(f)$ equals $\operatorname{det}(M(i, j)) \cdot \operatorname{det}(M(j, i))$. Since $M$ is symmetric, this shows that $\Delta_{i j}(f)=(\operatorname{det}(M(i, j)))^{2}$.

We prove the other direction of this theorem after the following lemma.
Lemma 3.2. Let $f \in R\left[x_{1}, \ldots, x_{m}\right]$ be multiaffine in the variables $x_{1}, \ldots, x_{n}$ and its coefficient of $x_{1} \cdots x_{n}$ equal one. If $f=g \cdot h$ for some $g, h \in R\left[x_{1}, \ldots, x_{m}\right]$, then $g$ and $h$ are multiaffine in disjoint subsets of the variables $x_{1}, \ldots, x_{n}$ and we can take their leading coefficients in these variables to be one. Moreover, $\Delta_{i j} f$ is a square if and only if $\Delta_{i j} g$ and $\Delta_{i j} h$ are squares.

Proof. For any $i \in[n]$, the degree of $f$ in $x_{i}$ must be the sum of the degrees of $g$ and $h$ in $x_{i}$. Since this sum of nonnegative numbers is one for each $i \in[n]$, we see that for some subset $I \subseteq[n], g$ is multiaffine in $\left\{x_{i}: i \in I\right\}$, $h$ is multiaffine in $\left\{x_{j}: j \notin I\right\}$, and $\operatorname{deg}_{i}(h)=\operatorname{deg}_{j}(g)=0$ for any $i \in I$ and $j \notin I$.

The highest degree term in $f$ with respect to the variables $x_{1}, \ldots, x_{n}, \prod_{i=1}^{n} x_{i}$, is the product of the highest degree terms in $g$ and $h$. Therefore for some $r, s \in R$, these terms are $r \prod_{i \in I} x_{i}$ and $s \prod_{j \notin I} x_{j}$, respectively. Since $r s=1$, we can replace $g$ with $s g$ and $h$ with $r h$ to obtain a factorization in which both have leading coefficient equal to 1 .

For $i \in I, \partial(g \cdot h) / \partial x_{i}=h \cdot \partial g / \partial x_{i}$ and similarly, for $j \notin I, \partial(g \cdot h) / \partial x_{j}=g \cdot \partial h / \partial x_{j}$. From this, one can check that $\Delta_{i j}(g h)$ equals $h^{2} \Delta_{i j}(g)$ for $i, j \in I, g^{2} \Delta_{i j}(h)$ for $i, j \in[n] \backslash I$ and zero otherwise. In each case, we see that $\Delta_{i j}(g h)$ is a square in $R\left[x_{1}, \ldots, x_{m}\right]$ if and only if both $\Delta_{i j}(g)$ and $\Delta_{i j}(h)$ are squares.

Proof of Theorem $3.1(\Leftarrow)$. Let $S$ denote the ring $R\left[x_{1}, \ldots, x_{m}\right]$. Suppose that $f$ is irreducible in $S$. For each $i \in[n]$, let $g_{i i}=\frac{\partial f}{\partial x_{i}}$ and for each $i<j$, suppose that $\Delta_{i j} f$ equals $\left(g_{i j}\right)^{2}$ for some $g_{i j} \in S$. This implies that $\frac{\partial f}{\partial x_{i}} \cdot \frac{\partial f}{\partial x_{j}}$ is equivalent to $\left(g_{i j}\right)^{2}$ modulo $\langle f\rangle$. For $1<i<j$, the polynomials $\left(g_{11} g_{i j}\right)^{2}$ and $\left(g_{1 j} g_{i 1}\right)^{2}$ are both equivalent to $\left(\frac{\partial f}{\partial x_{1}}\right)^{2} \frac{\partial f}{\partial x_{i}} \cdot \frac{\partial f}{\partial x_{j}}$, showing that

$$
\left(g_{11} g_{i j}-g_{1 j} g_{i 1}\right)\left(g_{11} g_{i j}+g_{1 j} g_{i 1}\right)=\left(g_{11} g_{i j}\right)^{2}-\left(g_{1 j} g_{i 1}\right)^{2} \equiv 0 \quad \bmod \langle f\rangle
$$

Since $f$ is irreducible, $S /\langle f\rangle$ is an integral domain. Therefore one of the two factors above must be zero in $S /\langle f\rangle$. After changing the sign of $g_{i j}$ if necessary, we can assume that it is the first factor, giving that $g_{11} g_{i j}-g_{1 j} g_{i 1} \in\langle f\rangle$. Let $G \in \operatorname{Sym}_{n}(S)$ be the symmetric matrix with $(i, j)$ th entry $g_{i j}=g_{j i}$. We claim that the $2 \times 2$ minors of $G$ lie in $\langle f\rangle$. Note that by construction, for any $i, j, k, l \in[n]$,
$g_{11}^{2}\left(g_{i j} g_{k l}-g_{i l} g_{k j}\right)=\left(g_{11} g_{i j}\right)\left(g_{11} g_{k l}\right)-\left(g_{11} g_{i l}\right)\left(g_{11} g_{k j}\right) \equiv g_{1 i} g_{1 j} g_{1 k} g_{1 l}-g_{1 i} g_{1 i} g_{1 k} g_{1 j}=0 \bmod \langle f\rangle$.
Since $f$ is irreducible and $g_{11}=\partial f / \partial x_{1}$ has smaller degree, $g_{11}$ is not a zero-divisor in $S /\langle f\rangle$. Therefore the minor $g_{i j} g_{k l}-g_{i l} g_{k j}$ belongs to $\langle f\rangle$.

From this it follows that $f^{k-1}$ divides the $k \times k$ minors of $G$ for every $2 \leq k \leq n$, see [PV13, Lemma 4.7]. In particular, $f^{n-2}$ divides the entries of the adjugate matrix $G^{\text {adj }}$. Let

$$
M=\left(1 / f^{n-2}\right) \cdot G^{\text {adj }}
$$

Also $f^{n-1} \operatorname{divides} \operatorname{det}(G)$, and since these both have degree $n(n-1)$, there must be some constant $\lambda \in R$ for which $\operatorname{det}(G)=\lambda \cdot f^{n-1}$.

We can see that $\lambda=1$ by specializing $x_{\ell}$ to 0 for all $\ell>n$. For any polynomial $h \in S$, let $h(\mathbf{x}, 0)$ denote the specialization of $h$ with $x_{\ell}=0$ for $\ell=n+1, \ldots, m$. Then $f(\mathbf{x}, 0)$ equals $x_{1} \cdots x_{n}$ and $g_{i i}(\mathbf{x}, 0)=\prod_{j \neq i} x_{j}$. Recall that $g_{i j} \in R\left[x_{k}: k \neq i, j\right]$ has total degree $n-1$ and degree at most one in each variable $x_{k}$ for $k \in[n] \backslash\{i, j\}$. Therefore every monomial appearing in $g_{i j}$ with non-zero coefficient must involve a variable $x_{\ell}$ for $\ell>n$, giving that $g_{i j}(\mathbf{x}, 0)=0$. Specializing all entries of $G$ to $x_{\ell}=0$ for $\ell>n$, gives the diagonal matrix

$$
G(\mathbf{x}, 0)=\operatorname{diag}\left(\prod_{j \neq 1} x_{j}, \ldots, \prod_{j \neq n} x_{j}\right)=\prod_{j=1}^{n} x_{j} \cdot \operatorname{diag}\left(\frac{1}{x_{1}}, \ldots, \frac{1}{x_{n}}\right) .
$$

Its determinant is $\prod_{i=1}^{n} x_{i}^{n-1}$ which equals $f(\mathbf{x}, 0)^{n-1}$, showing that $\lambda=1$. From this and the equation $G \cdot G^{\text {adj }}=\operatorname{det}(G) \cdot \operatorname{Id}_{n}$, it follows that

$$
\operatorname{det}(M)=\frac{1}{f^{n(n-2)}} \cdot \operatorname{det}\left(G^{\text {adj }}\right)=\frac{1}{f^{n(n-2)}} \operatorname{det}(G)^{n-1}=\frac{1}{f^{n(n-2)}} f^{(n-1)^{2}}=f
$$

Note that the entries of $M$ have degree $\leq(n-1)^{2}-n(n-2)=1$, so we can write $M$ as $\sum_{i=1}^{m} x_{i} M_{i}$ for some matrices $M_{i} \in \operatorname{Sym}_{n}(R)$. To finish the proof it suffices to show that $\sum_{i=1}^{n} x_{i} M_{i}=\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)$. Indeed, using the previous formula for $G(\mathbf{x}, 0)$ we see that

$$
\begin{aligned}
M(\mathbf{x}, 0) & =\frac{1}{\left(\prod_{j=1}^{n} x_{j}\right)^{n-2}} \cdot\left(\prod_{j=1}^{n} x_{j} \cdot \operatorname{diag}\left(\frac{1}{x_{1}}, \ldots, \frac{1}{x_{n}}\right)\right)^{\text {adj }} \\
& =\frac{\left(\prod_{j=1}^{n} x_{j}\right)^{n-1}}{\left(\prod_{j=1}^{n} x_{j}\right)^{n-2}} \cdot\left(\operatorname{diag}\left(\frac{1}{x_{1}}, \ldots, \frac{1}{x_{n}}\right)\right)^{\text {adj }} \\
& =\prod_{j=1}^{n} x_{j} \cdot \operatorname{diag}\left(\prod_{j \neq 1} \frac{1}{x_{j}}, \ldots, \prod_{j \neq n} \frac{1}{x_{j}}\right) \\
& =\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)
\end{aligned}
$$

For general $f$, we take a factorization of $f$ into irreducible polynomials $f=\prod_{k} f_{k}$. By Lemma 3.2, $\Delta_{i j}\left(f_{k}\right)$ is a square for each $i, j, k$ and so by the arguments above, $f_{k}$ has a determinantal representation of the correct form. Taking a block diagonal representation of these representations (and permuting the rows and columns if necessary to reorder $x_{1}, \ldots, x_{n}$ ) gives a determinantal representation for $f$.

Example 3.3. For $n=4$ and $R=\mathbb{Z}$, we apply this algorithm to the symmetric quartic

$$
f=x_{1} x_{2} x_{3} x_{4}-\left(x_{1} x_{2}+x_{1} x_{3}+x_{1} x_{4}+x_{2} x_{3}+x_{2} x_{4}+x_{3} x_{4}\right)+2\left(x_{1}+x_{2}+x_{3}+x_{4}\right)-3 .
$$

For each $i \in[4]$, we take $g_{i i}$ to be $\frac{\partial f}{\partial x_{i}}=\prod_{j \neq i} x_{j}-\sum_{j \neq i} x_{j}+2$. For every $i \neq j$, we find that $\Delta_{i j}(f)=\frac{\partial f}{\partial x_{i}} \frac{\partial f}{\partial x_{j}}-f \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$ equals $\left(x_{k}-1\right)^{2}\left(x_{\ell}-1\right)^{2}$ where $\{k, \ell\}=[4] \backslash\{i, j\}$. For each $j=2,3,4$, we can choose $g_{1 j}=\left(1-x_{k}\right)\left(x_{\ell}-1\right)$ with $\{k, \ell\}=[4] \backslash\{1, j\}$. Then for $\{j, k, \ell\}=\{2,3,4\}$, we find that $g_{11}\left(1-x_{1}\right)\left(x_{j}-1\right)-g_{1 k} g_{1 \ell}$ equals $\left(1-x_{j}\right) f$ and so we also take $g_{k \ell}=\left(1-x_{1}\right)\left(x_{j}-1\right)$. We then construct the $4 \times 4$ matrix $G=\left(g_{i j}\right)_{1 \leq i, j \leq 4}=$

$$
\left(\begin{array}{cccc}
x_{2} x_{3} x_{4}-x_{2}-x_{3}-x_{4}+2 & -x_{3} x_{4}+x_{3}+x_{4}-1 & -x_{2} x_{4}+x_{2}+x_{4}-1 & -x_{2} x_{3}+x_{2}+x_{3}-1 \\
-x_{3} x_{4}+x_{3}+x_{4}-1 & x_{1} x_{3} x_{4}-x_{1}-x_{3}-x_{4}+2 & -x_{1} x_{4}+x_{1}+x_{4}-1 & -x_{1} x_{3}+x_{1}+x_{3}-1 \\
-x_{2} x_{4}+x_{2}+x_{4}-1 & -x_{1} x_{4}+x_{1}+x_{4}-1 & x_{1} x_{2} x_{4}-x_{1}-x_{2}-x_{4}+2 & -x_{1} x_{2}+x_{1}+x_{2}-1 \\
-x_{2} x_{3}+x_{2}+x_{3}-1 & -x_{1} x_{3}+x_{1}+x_{3}-1 & -x_{1} x_{2}+x_{1}+x_{2}-1 & x_{1} x_{2} x_{4}-x_{1}-x_{2}-x_{4}+2
\end{array}\right)
$$

Note that only the diagonal entries of this matrix have degree three, so if we homogenize all entries to have degree three and then set the homogenizing variable equal to zero, the result is the diagonal matrix $G(\mathbf{x}, 0)=x_{1} x_{2} x_{3} x_{4} \operatorname{diag}\left(x_{1}^{-1}, x_{2}^{-1}, x_{3}^{-1}, x_{4}^{-1}\right)$ appearing in the proof of Theorem $3.1(\Leftarrow)$. Moreover, the $2 \times 2$ minors of this matrix are divisible by $f$ and so its $3 \times 3$ minors are divisible by $f^{2}$. Taking the adjugate of $G$ and dividing by $f^{2}$, we find the
desired symmetric matrix whose determinant gives the polynomial $f$ :

$$
M=\frac{1}{f^{2}} G^{\text {adj }}=\left(\begin{array}{cccc}
x_{1} & 1 & 1 & 1 \\
1 & x_{2} & 1 & 1 \\
1 & 1 & x_{3} & 1 \\
1 & 1 & 1 & x_{4}
\end{array}\right)
$$

Before moving on to applications to the principal minor problem, we remark that the rank of the matrices $M_{j}$ can be recovered from $f$. Here we define the rank of a matrix $M \in \operatorname{Sym}_{n}(R)$ to be the maximum $r \in \mathbb{N}$ so that there is a non-zero $r \times r$ minor of $M$. Note that the rank of $M$ over $R$ is the same as its rank over the field of fractions of $R$.

Lemma 3.4. Let $R$ be an integral domain. If $f=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+\sum_{j=n+1}^{m} x_{j} M_{j}\right)$ where $M_{j} \in \operatorname{Sym}_{n}(R)$, then the rank of $M_{j}$ equals the degree $f$ in the variable $x_{j}$.

Proof. The bound $\operatorname{deg}_{j}(f) \leq \operatorname{rank}\left(M_{j}\right)$ follows from the Laplace expansion of the determinant. To see equality, it suffices to take $j=m=n+1$. Let $f=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+y A\right)$ where $A \in \operatorname{Sym}_{n}(R)$. Then $f=\sum_{S \subseteq[n]} A_{S} \mathbf{x}^{[n] \backslash S} y^{|S|}$ equals the homogenization of $f_{A}$. From this we see that the degree of $f$ in the variable $y$ equals the size of the largest nonzero principal minor of $A$. By the so-called Principal Minor Theorem [KLS08, Strong PMT 2.9], this coincides with the size of the largest nonzero minor of $A$, i.e. $\operatorname{rank}(A)$.

Recall that to an element $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]}$ in $R^{2^{n}}$ we associate the multiaffine polynomial

$$
f_{\mathbf{a}}=\sum_{S \subseteq[n]} a_{S} \mathbf{x}^{[n] \backslash S}
$$

Theorem 3.5. Let $R$ be a unique factorization domain. An element $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]}$ in $R^{2^{n}}$ is in the image of $\operatorname{Sym}_{n}(R)$ under the principal minor map if and only if $a_{\emptyset}=1$ and for every $i, j \in[n], \Delta_{i j}\left(f_{\mathbf{a}}\right)$ is a square in $R[\mathbf{x}]$.

Proof. By Corollary [2.3, $\Delta_{i j}\left(f_{\mathbf{a}}\right)$ is a square in $R[\mathbf{x}]$ if and only if $\Delta_{i j}\left(\overline{f_{\mathbf{a}}}\right)$ is a square in $R[\mathbf{x}, y]$. Furthermore, by Theorem [3.1, $\Delta_{i j}\left(\overline{f_{\mathbf{a}}}\right)$ is a square in $R[\mathbf{x}, y]$ if and only if there exists a symmetric matrix $A \in \operatorname{Sym}_{n}(R)$ for which $\overline{f_{\mathbf{a}}}=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+y A\right)$.

Corollary 3.6. Let $R$ be a unique factorization domain. Then the image of $\operatorname{Sym}_{n}(R)$ under the principal minor map is invariant under the action of $G^{n} \rtimes S_{n}$, where $G$ is the subgroup of $\mathrm{SL}_{2}(R)$ defined by $G=\left\{\left.\left(\begin{array}{ll}1 & r \\ 0 & 1\end{array}\right) \right\rvert\, r \in R\right\}$.
Proof. Let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]}$ be an element in the image of the principal minor map and let $f_{\mathbf{a}}$ be the associated multiaffine polynomial. Consider $\mathbf{b}=\left(b_{S}\right)_{S \subseteq[n]}$ with $\mathbf{b}=\gamma \cdot \mathbf{a}$ where $\gamma \in G^{n} \rtimes S_{n}$. Theorem 3.1]implies that $a_{\emptyset}=1$ and for every $i, j, \Delta_{i j}\left(f_{\mathbf{a}}\right)$ is a square in $R[\mathbf{x}]$. Corollary[2.3 implies that for every $i, j, \Delta_{i j}\left(f_{\mathbf{b}}\right)$ is a square in $R[\mathbf{x}]$. Using Theorem 3.1]again, it is enough to show that $b_{\emptyset}$, the coefficient of $x_{1} \cdots x_{n}$ in $f_{\mathbf{b}}$, equals one. It is clear that this coefficient is invariant under the action of $S_{n}$, and so it suffices to take $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in G^{n}$ where $\gamma_{i}=\left(\begin{array}{cc}1 & r_{i} \\ 0 & 1\end{array}\right)$, for which

$$
f_{\mathbf{b}}=\gamma \cdot f_{\mathbf{a}}=f_{\mathbf{a}}\left(x_{1}+r_{1}, \ldots, x_{n}+r_{n}\right)
$$

From this, we see that coefficient of $x_{1} \cdots x_{n}$ in $f_{\mathbf{b}}$ is equal to one.

The subgroup $G$ is the maximal subgroup that preserves the leading coefficients of polynomials $f_{A}$. Consider an element of $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{SL}_{2}(R)$ acting on the first coordinate $x_{1}$ of $f_{A}$. Then

$$
\operatorname{coeff}\left(\gamma \cdot f_{A}, x_{1} \cdots x_{n}\right)=\operatorname{coeff}\left(\left(a x_{1}+b\right) \frac{\partial f_{A}}{\partial x_{1}}+\left(c x_{1}+d\right)\left(\left.f_{A}\right|_{x_{1}=0}\right), x_{1} \cdots x_{n}\right)=a A_{\emptyset}+c A_{1}
$$

In order to preserve the coefficient of $x_{1} \cdots x_{n}, \gamma$ must satisfy $1=a+c A_{1}$ for every value of $A_{1}$. This implies that $c=0$ and $a=1$. The condition $a d-b c=1$ then implies that $d=1$.

Corollary 3.7. Let $R$ be a unique factorization domain and let a be the vector of principal minors of a matrix in $\operatorname{Sym}_{n}(R)$. Fix $\gamma \in \mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$ and let $\lambda$ denote the coefficient of $\prod_{i=1}^{n} x_{i}$ in $\gamma \cdot f_{\mathbf{a}}$. If $\lambda \neq 0$, then for some $A \in \operatorname{Sym}_{n}(R)$,

$$
\gamma \cdot f_{\mathbf{a}}=\lambda \cdot \operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+\frac{1}{\lambda} A\right)
$$

That is, $\frac{1}{\lambda} \gamma \cdot \mathbf{a}$ belongs the image of the principal minor map over $\frac{1}{\lambda} R$.
Proof. Let $\mathbf{b}=\frac{1}{\lambda} \gamma \cdot \mathbf{a}$ and let $f_{\mathbf{b}}$ be the multiaffine polynomial associated to $\mathbf{b}$. Then $\operatorname{coeff}\left(f_{\mathbf{b}}, \prod_{i} x_{i}\right)=\frac{1}{\lambda} \lambda=1$ and by Corollary [2.3, $\Delta_{i j} f_{\mathbf{b}}=\frac{1}{\lambda^{2}} \Delta_{i j}\left(\gamma \cdot f_{\mathbf{a}}\right)$ is a square for every $i, j$. Hence, by Theorem 3.1, there exists a symmetric matrix $B$ with entries in $R\left(\frac{1}{\lambda}\right)$ with

$$
f_{\mathbf{b}}=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)+B\right)
$$

We claim that $\lambda B$ has entries in $R$. To see this, note that $\mathbf{b}=\frac{1}{\lambda} \gamma \cdot \mathbf{a}$ is the vector of principal minors of $B$ and that the entries of $\gamma \cdot \mathbf{a}$ belong to $R$. So all principal minors of $B$ belong to $\lambda^{-1} R$. This immediately shows that the diagonal elements of $\lambda B$ belong to $R$.

For the off-diagonal elements, fix $i \neq j \in[n]$ and let $z$ denote the $(i, j)$ th entry of $B$. Then $b_{i} b_{j}-b_{i j}=z^{2}$, where $\mathbf{b}=\left(b_{S}\right)_{S \subseteq[n]}$, which implies that $\lambda^{2} z^{2}=\left(\lambda b_{i}\right)\left(\lambda b_{j}\right)-\lambda^{2} b_{i j} \in R$. By construction, $z \in R(1 / \lambda)$ so we can take the minimal $m \in \mathbb{N}$ for which $\lambda^{m} z \in R$. So $\lambda^{m} z=r \in R$ where either $m=0$ or $\lambda$ does not divide $r$. Then $\lambda^{2 m-2}\left(\lambda^{2} z^{2}\right)=\left(\lambda^{m} z\right)^{2}=r^{2}$. Since $\lambda^{2} z^{2} \in R$, we see that $\lambda^{2 m-2}$ divides $r^{2}$. If $m>1$, this contradicts the assumption that $\lambda$ does not divide $r$. Therefore $A=\lambda B \in \operatorname{Sym}_{n}(R)$, as desired.

Example 3.8. For $R=\mathbb{Z}$ and $n=2$ consider the matrix $A=\left(\begin{array}{ll}2 & 1 \\ 1 & 1\end{array}\right)$ and its vector of principal minors $\mathbf{a}=(1,2,1,1)$, giving $f_{\mathbf{a}}=x_{1} x_{2}+x_{1}+2 x_{2}+1$. The image of $f_{\mathbf{a}}$ under the action of $\gamma=\left(\left(\begin{array}{cc}2 & -1 \\ 1 & 0\end{array}\right),\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\right) \in \mathrm{SL}_{2}(R)^{2}$ is

$$
\gamma \cdot f_{\mathbf{a}}=4 x_{1} x_{2}+3 x_{1}-x_{2}-1
$$

Since $4 \neq 1$, the vector $(4,-1,3,-1)$ is not the vector of principal minors of any symmetric matrix over $\mathbb{Z}$. However, as promised by Corollary 3.7, the vector $\frac{1}{4} \gamma \cdot \mathbf{a}=\left(1, \frac{-1}{4}, \frac{3}{4}, \frac{-1}{4}\right)$ is the vector of principal minors of the matrix $B=\frac{1}{4}\left(\begin{array}{cc}-1 & 1 \\ 1 & 3\end{array}\right)$ over $\frac{1}{4} \mathbb{Z}$.
Corollary 3.9. Let $R=\mathbb{F}$ be an infinite field. The Zariski closure of the image of the principal minor map in $\mathbb{P}^{2^{n}-1}(\mathbb{F})$ is invariant under the action of $\mathrm{SL}_{2}(\mathbb{F})^{n} \rtimes S_{n}$.

Proof. The image is immediately invariant under the action of $S_{n}$, so it suffices to show invariance under $\mathrm{SL}_{2}(\mathbb{F})^{n}$. Using the action of $S_{n}$, it suffices to show this by acting with
$\mathrm{SL}_{2}(\mathbb{F})$ on the first coordinate. Let $A \in \operatorname{Sym}_{n}(\mathbb{F})$, giving a point $\varphi(A)=\left(A_{S}\right)_{S}$ in the image of the principal minor map. Consider the open subset

$$
\begin{aligned}
U & =\left\{\gamma \in \mathrm{SL}_{2}(\mathbb{F}): \operatorname{coeff}\left(\gamma \cdot f_{A}, x_{1} \cdots x_{n}\right) \neq 0\right\} \\
& =\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathbb{F}^{2 \times 2}: a d-b c=1 \text { and } a A_{\emptyset}+c A_{1} \neq 0\right\} .
\end{aligned}
$$

By Corollary 3.7, for every $\gamma \in U, \gamma \cdot \varphi(A)$ belongs to the image of the principal minor map, up to scaling. The parametrization $(a, b, c) \mapsto-(a, b, c,(1+b c) / a)$ shows that $\mathrm{SL}_{2}(\mathbb{F})$ is a rational variety over $\mathbb{F}$. Since $\mathbb{F}$ is infinite, the set of $(a, b, c) \in \mathbb{F}^{3}$ such that $a \neq 0$ and $a A_{\emptyset}+c A_{1} \neq 0$ is Zariski-dense in $\mathbb{F}^{3}$. It follows that $U$ is Zariski-dense in $\mathrm{SL}_{2}(\mathbb{F})$. Since $\gamma \mapsto \gamma \cdot \varphi(A)$ defines a rational map $\mathrm{SL}_{2}(\mathbb{F}) \rightarrow \mathbb{P}^{2^{n}-1}(\mathbb{F})$, it follows that for any $\gamma \in \mathrm{SL}_{2}(\mathbb{F})$, $\gamma \cdot \varphi(A)$ belongs to the Zariski-closure of the image of $\varphi$ in $\mathbb{P}^{2^{n}-1}(\mathbb{F})$.

## 4. Defining the set of multiquadratic squares

The polynomials $\Delta_{i j}(f)$ appearing in Theorem 3.5 have degree $\leq$ two in each variable. In order to make use of this characterization, in this section we find algebraic conditions characterizing the set of squares in $R[\mathbf{x}]_{\leq 2}$. In fact, to simplify the notation used in the arguments below we consider the multihomogenezations, as in Proposition 2.4, and characterize the set of squares in $R[\mathbf{x}, \mathbf{y}]_{\mathbf{2}}$.

In a slight abuse of notation, we define $\mathbb{P}^{1}(R)$ to be the following subset of $R^{2}$ :

$$
\mathbb{P}^{1}(R)=\{(r, 1): r \in R\} \cup\{(1,0)\} .
$$

Lemma 4.1. Let $g \in R[\mathbf{x}, \mathbf{y}]_{\mathbf{d}}$ where $\mathbf{d}=\left(d_{1}, \ldots, d_{n}\right) \in \mathbb{N}^{n}$. Let $P_{i} \subseteq \mathbb{P}^{1}(R)$ be a set of size $d_{i}+1$. Then $g$ is the zero polynomial if and only if $g(p)=0$ for all $p \in P_{1} \times \cdots \times P_{n}$.
Proof. We prove this by induction on $n$. Note that for $n=1$, a polynomial $g \in R[x, y]_{d}$ vanishes at $(a, b) \in \mathbb{P}^{1}(R)$ if and only if $b x-a y$ divides $g$. Therefore a bivariate form $g \in R[x, y]_{d}$ cannot have more than $d$ roots in $\mathbb{P}^{1}(R)$. Now suppose that $n \geq 1$. Fix $(a, b) \in P_{n+1}$. The polynomial $g(\mathbf{x}, a, \mathbf{y}, b)$ vanishes on $P_{1} \times \cdots \times P_{n}$ and is therefore identically zero by induction. This means that, considered as a bivariate form in $x_{n+1}, y_{n+1}$ over the ring $R[\mathbf{x}, \mathbf{y}], g$ vanishes at the $d_{n+1}+1$ points in $P_{n+1}$ and it is therefore identically zero in $R[\mathbf{x}, \mathbf{y}]\left[x_{n+1}, y_{n+1}\right]=R\left[\mathbf{x}, x_{n+1}, \mathbf{y}, y_{n+1}\right]$.
Lemma 4.2. A polynomial $g(\mathbf{x}, s, \mathbf{y}, t)=g_{2}(\mathbf{x}, \mathbf{y}) s^{2}+g_{1}(\mathbf{x}, \mathbf{y}) s t+g_{0}(\mathbf{x}, \mathbf{y}) t^{2} \in R[\mathbf{x}, s, \mathbf{y}, t]_{\mathbf{2}}$ is a square in $R[\mathbf{x}, s, \mathbf{y}, t]$ if and only if $g_{0}(\mathbf{x}, \mathbf{y})$ and $g_{2}(\mathbf{x}, \mathbf{y})$ are squares in $R[\mathbf{x}, \mathbf{y}]$ and $\operatorname{Discr}_{(s, t)}(g)=0$.
Proof. Suppose that $g_{2}=\left(h_{2}\right)^{2}$ and $g_{0}=\left(h_{0}\right)^{2}$, where $h_{2}, h_{0} \in R[\mathbf{x}, \mathbf{y}]$ and

$$
\operatorname{Discr}_{(s, t)}(g)=g_{1}^{2}-4 g_{0} g_{2}=0 \quad \text { in } \quad R[\mathbf{x}, \mathbf{y}] .
$$

Then $4 g_{0} g_{2}=\left(2 h_{0} h_{2}\right)^{2}=g_{1}^{2}$, giving that $\left(2 h_{0} h_{2}\right)^{2}-g_{1}^{2}=\left(2 h_{0} h_{2}-g_{1}\right)\left(2 h_{0} h_{2}+g_{1}\right)=0$ in $R[\mathbf{x}, \mathbf{y}]$. It follows that $g_{1}= \pm 2 h_{0} h_{2}$. Changing the sign of $h_{0}$ if necessary, we can assume that $g_{1}=2 h_{0} h_{2}$. Then

$$
g=\left(h_{2}\right)^{2} s^{2}+2 h_{0} h_{2} s t+\left(h_{0}\right)^{2} t^{2}=\left(s h_{2}+t h_{0}\right)^{2}
$$

is a square, as desired. Conversely, if $g=\left(s h_{2}+t h_{0}\right)^{2}$, we see that $g_{0}=\left(h_{0}\right)^{2}$ and $g_{2}=\left(h_{2}\right)^{2}$ and $\operatorname{Discr}_{(s, t)}(g)=0$.

Theorem 4.3. Let $R$ be a unique factorization domain with $|R| \neq 3$. A multiquadratic polynomial $g=\sum_{\alpha \in\{0,1,2\}^{n}} c_{\alpha} \mathbf{x}^{\alpha} \mathbf{y}^{2-\alpha}$ is a square, i.e. $g=h^{2}$ with $h \in R[\mathbf{x}, \mathbf{y}]_{\mathbf{1}}$, if and only if for every $\beta \in\{0,1\}^{n}, c_{2 \beta}$ is a square in $R$ and $\mathbf{c}=\left(c_{\alpha}\right)_{\alpha \in\{0,1,2\}^{n}}$ satisfies the images of

$$
\begin{equation*}
\left(c_{(1, \mathbf{0})}\right)^{2}-4 c_{(0, \mathbf{0})} c_{(2, \mathbf{0})}=0 \tag{3}
\end{equation*}
$$

under the action of $\mathrm{SL}_{2}\left(R^{\prime}\right)^{n} \rtimes S_{n}$ where $R^{\prime}$ is any nontrivial subring of $R$ with $1_{R}=1_{R^{\prime}}$ and size $\geq 4$ whenever $\operatorname{char}(R) \neq 2$.
Proof. $(\Rightarrow)$ If $g=h^{2}$, then for every $\gamma \in \mathrm{SL}_{2}(R)^{n} \rtimes S_{n}, \gamma \cdot g=(\gamma \cdot h)^{2}$. Note here that the action on $g$ comes from the action on $R[\mathbf{x}, \mathbf{y}]_{2}$ and the action on $h$ comes from the action on $R[\mathbf{x}, \mathbf{y}]_{\mathbf{1}}$. The specialization of $\gamma \cdot g$ to $(\mathbf{x}, \mathbf{y})=\left(x_{1}, \mathbf{0}, y_{1}, \mathbf{1}\right)$ will be a square in $R\left[x_{1}, y_{1}\right]$. Moreover, the coefficient $c_{\beta}$ of $\mathbf{x}^{2 \beta} \mathbf{y}^{2-2 \beta}$ in $g$ is the square of the coefficient $\mathbf{x}^{\beta} \mathbf{y}^{1-\beta}$ in $h$, and in particular the square of an element in the ring $R$.
$(\Leftarrow)$ We prove this by induction on $n$. This holds immediately for $n=1$ by Lemma 4.2, Now suppose $n \geq 1$ and take $g=g_{2} s^{2}+g_{1} s t+g_{0} t^{2} \in R[\mathbf{x}, s, \mathbf{y}, t]$. Fixing $n+1$ in $S_{n+1}$ and $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ or $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ for the $(n+1)$ st coordinate in $\left(\mathrm{SL}_{2}(R)\right)^{n+1}$, we see that both $g_{0}$ and $g_{2}$ satisfy the hypothesis of the theorem and so, by induction, are squares in $R[\mathbf{x}, \mathbf{y}]$. Here 1 denotes the common multiplicative identity of $R$ and $R^{\prime}$.

If $\operatorname{char}(R) \neq 2$ then $\left|R^{\prime}\right| \geq 4$ and we can take a set $P \subset \mathbb{P}^{1}\left(R^{\prime}\right)$ of size five. Define a map $\varphi: \mathbb{P}^{1}\left(R^{\prime}\right) \rightarrow \mathrm{SL}_{2}\left(R^{\prime}\right)$ by $\varphi((1,0))=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ and for $r \in R^{\prime}, \varphi((r, 1))=\left(\begin{array}{ll}1 & r \\ 0 & 1\end{array}\right)$. Then to $\left(p_{1}, \ldots, p_{n}\right) \in P^{n}$, we associate the element $\gamma=\left(\varphi\left(p_{1}\right), \ldots, \varphi\left(p_{n}\right), \mathrm{Id}_{2}\right)$ of $\mathrm{SL}_{2}\left(R^{\prime}\right)^{n+1}$. Acting on $g$ by $\gamma$ and then specializing to $x_{1}=\ldots=x_{n}=0$ and $y_{1}=\ldots=y_{n}=1$ gives

$$
\begin{equation*}
\left.(\gamma \cdot g)\right|_{\mathbf{x}=0, \mathbf{y}=1}=g(\mathbf{a}, s, \mathbf{b}, t) \quad \text { and }\left.\quad\left(\operatorname{Discr}_{(s, t)}(\gamma \cdot g)\right)\right|_{\mathbf{x}=0, \mathbf{y}=1}=\left.\left(\operatorname{Discr}_{(s, t)} g\right)\right|_{\mathbf{x}=\mathbf{a}, \mathbf{y}=\mathbf{b}} \tag{4}
\end{equation*}
$$

where $p_{i}=\left(a_{i}, b_{i}\right)$ and $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right), \mathbf{b}=\left(b_{1}, \ldots, b_{n}\right)$. Transposing $\left(x_{1}, y_{1}\right)$ and $(s, t)$ using the action of $S_{n+1}$, we see that by assumption, this evaluation of the discriminant of $\gamma \cdot g$ must be zero. Since the discriminant has degree $\leq 4$ in each variable, Lemma 4.1implies that it is identically zero. Then by Lemma 4.2, $g$ is a square in $R[\mathbf{x}, s, \mathbf{y}, t]$.

If $\operatorname{char}(R)=2$, the discriminant $\operatorname{Discr}_{(s, t)} g$ simplifies to a square, $g_{1}^{2}$, which by (4), must vanish at the points $\{(1,0),(1,1),(0,1)\}^{n} \subseteq\left(\mathbb{P}^{1}(R)\right)^{n}$. Since $g_{1}$ has degree 2 in each variable and must vanish at these points, Lemma 4.1 implies that $g_{1}$ is identically zero. Therefore by Lemma 4.2, $g$ is a square.

Remark 4.4. The proof of Theorem 4.3 reveals that only a small subset of $\mathrm{SL}_{2}(R)$ is needed in each coordinate to characterize multiquadratic squares, specifically a set of size five.

Up to isomorphism, there is only one ring of size three, namely $\mathbb{F}_{3}$. The exclusion of $\mathbb{F}_{3}$ in the statement of Theorem 4.3 is a necessary one, as the following example demonstrates.

Example 4.5. For $R=\mathbb{F}_{3}$ and $n=3$ consider the multiquadratic form

$$
\begin{aligned}
g= & x_{1}^{2}\left(x_{2} y_{3}-x_{3} y_{2}\right)^{2}-2 x_{1} y_{1}\left(x_{2} y_{3}+x_{3} y_{2}\right)\left(x_{2} x_{3}-y_{2} y_{3}\right)+y_{1}^{2}\left(x_{2} x_{3}+y_{2} y_{3}\right)^{2} \\
= & x_{1}^{2} x_{2}^{2} y_{3}^{2}+x_{1}^{2} x_{3}^{2} y_{2}^{2}+x_{2}^{2} x_{3}^{2} y_{1}^{2}-2 x_{1}^{2} x_{2} x_{3} y_{2} y_{3}-2 x_{1} x_{2}^{2} x_{3} y_{1} y_{3}-2 x_{1} x_{2} x_{3}^{2} y_{1} y_{2} \\
& +2 x_{1} x_{2} y_{1} y_{2} y_{3}^{2}+2 x_{1} x_{3} y_{1} y_{2}^{2} y_{3}+2 x_{2} x_{3} y_{1}^{2} y_{2} y_{3}+y_{1}^{2} y_{2}^{2} y_{3}^{2} .
\end{aligned}
$$

The discriminant of $g$ with respect to $\left(x_{1}, y_{1}\right)$ is given by

$$
\operatorname{Discr}_{\left(x_{1}, y_{1}\right)} g=16 x_{2} y_{2}\left(x_{2}+y_{2}\right)\left(x_{2}-y_{2}\right) x_{3} y_{3}\left(x_{3}+y_{3}\right)\left(x_{3}-y_{3}\right)
$$

This polynomial is non-zero in $\mathbb{F}_{3}[\mathbf{x}, \mathbf{y}]_{4}$ but vanishes on all points in $\left(\mathbb{P}^{1}\left(\mathbb{F}_{3}\right)\right)^{2}$. The polynomial $g$ is invariant under permutations of indices, so the discriminants $\operatorname{Discr}_{\left(x_{2}, y_{2}\right)} g$ and $\operatorname{Discr}_{\left(x_{3}, y_{3}\right)} g$ have the same property.

Before using this result to characterize the image of the principal minor map, we record a few of the notable special cases of Theorem 4.3. In particular, over $\mathbb{C}$, the set of multiquadratic squares is defined by the orbit of a single polynomial and the only additional constraint over $\mathbb{R}$ is the nonnegativity of the orbit of one other polynomial.

Corollary 4.6. Let $g=\sum_{\alpha \in\{0,1,2\}^{n}} c_{\alpha} \mathbf{x}^{\alpha} \in \mathbb{C}[\mathbf{x}]$. The polynomial $g$ is a square, $g=h^{2}$ with $h \in \mathbb{C}[\mathbf{x}]_{\leq 1}$ if and only if $\mathbf{c}=\left(c_{\alpha}\right)_{\alpha \in\{0,1,2\}^{n}}$ satisfies the images of

$$
\begin{equation*}
\left(c_{(1, \mathbf{0})}\right)^{2}-4 c_{(0, \mathbf{0})} c_{(2, \mathbf{0})}=0 \tag{5}
\end{equation*}
$$

under the action of $\mathrm{SL}_{2}(\mathbb{C})^{n} \rtimes S_{n}$. Moreover, $g$ is a square over $\mathbb{R}$, $g=h^{2}$ with $h \in \mathbb{R}[\mathbf{x}]_{\leq \mathbf{1}}$, if and only if its coefficients $\mathbf{c}=\left(c_{\alpha}\right)_{\alpha \in\{0,1,2\}^{n}}$ satisfy the images of

$$
\begin{equation*}
\left(c_{(1, \mathbf{0})}\right)^{2}-4 c_{(0, \mathbf{0})} c_{(2, \mathbf{0})}=0 \quad \text { and } \quad c_{(0, \mathbf{0})} \geq 0 \tag{6}
\end{equation*}
$$

under the action of $\mathrm{SL}_{2}(\mathbb{R})^{n} \rtimes S_{n}$.
As seen in the proof of Theorem 4.3, in characteristic two, linear equations in the coefficients suffice to cut out of the set of squares in $R[\mathbf{x}]_{\leq \mathbf{2}}$.
Corollary 4.7. Let $g=\sum_{\alpha \in\{0,1,2\}^{n}} c_{\alpha} \mathbf{x}^{\alpha} \in R[\mathbf{x}]$ where $R$ is a UFD of characteristic two. The polynomial $g$ is a square, $g=h^{2}$ with $h \in R[\mathbf{x}]_{\leq 1}$ if and only if $\mathbf{c}=\left(c_{\alpha}\right)_{\alpha \in\{0,1,2\}^{n}}$ satisfy
(i) for every $\beta \in\{0,1\}^{n}, c_{2 \beta}$ is a square in $R$, and
(ii) for every $\gamma \in \mathrm{SL}_{2}\left(\mathbb{F}_{2}\right)^{n} \rtimes S_{n},(\gamma \cdot \mathbf{c})_{(1, \mathbf{0})}=0$.

## 5. Characterizing the image of the principal minor map

We can now combine the characterization of multiaffine determinantal polynomials from Section 3 and the characterization of multiquadratic squares in Section 4 to give a complete description of the principal minor map over any unique factorization domain of size $\neq 3$.

Theorem 5.1. Let $R$ be an UFD with $|R| \neq 3$ and let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in R^{2^{n}}$ with $a_{\emptyset}=1$. There exists a symmetric matrix over $R$ with principal minors a if and only if
(i) for every $i, j \in[n], a_{i} a_{j}-a_{i j}$ is a square in $R$, and
(ii) for every $\gamma \in \operatorname{SL}_{2}(R)^{n} \rtimes S_{n}$, $(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$.

Proof. $(\Rightarrow)$ If a belongs to the image of the principal minor map over $R$, then $a_{i} a_{j}-a_{i j}$ is the square of the $(i, j)$ th entry of the representing matrix $A$, and so is a square in $R$. Also, by Theorem $3.1 \Delta_{i j} f_{\mathrm{a}}$ is a square for all $i, j \in[n]$. Then, by Corollary [2.3, for any $\gamma \in \mathrm{SL}_{2}(R)^{n} \rtimes S_{n}, \Delta_{i j}\left(\gamma \cdot f_{\mathrm{a}}\right)$ is square. In particular,

$$
\operatorname{Hyp} \operatorname{Det}(\gamma \cdot \mathbf{a})=\left.\operatorname{Discr}_{x_{3}}\left(\Delta_{12}\left(\gamma \cdot f_{\mathbf{a}}\right)\right)\right|_{x_{4}=\ldots=x_{n}=0}=0
$$

$(\Leftarrow)$ First, we show that a belongs to the image of the principal minor map over the algebraic closure of the fraction field of $R, \mathbb{F}=\overline{(\operatorname{frac}(R)})^{\text {alg }}$. Then $R$ is a subring of $\mathbb{F}$ and has size $\geq 4$ if $\operatorname{char}(R)=\operatorname{char}(\mathbb{F}) \neq 2$. Let $f=f_{\mathbf{a}}$. Every element of $R$ is a square over $\mathbb{F}$. Then by Theorem 4.3, $\Delta_{i j} f=\sum_{\alpha \in\{0,1,2\}^{n}} c_{\alpha} \mathbf{x}^{\alpha}$ is a square in $\mathbb{F}[\mathbf{x}]$ if and only if $\mathbf{c}=\left(c_{\alpha}\right)_{\alpha \in\{0,1,2\}^{n}}$ and its images under $\mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$ satisfy $\left(c_{(1, \mathbf{0})}\right)^{2}-4 c_{(0, \mathbf{0})} c_{(2, \mathbf{0})}=0$. This condition for all $i, j \in[n]$ is equivalent to the condition that $(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$ for all
$\gamma \in \mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$. Therefore $\Delta_{i j} f$ is a square in $\mathbb{F}[\mathbf{x}]$ for all $i, j$. By Theorem [3.5, a is the vector of principal minors of some matrix $A$ with entries in $\mathbb{F}$. The diagonal entries of $A$ are entries $a_{i}$ in this vector and therefore belong to $R$. Let $z$ denote the $(i, j)$ th entry of $A$ for some $i \neq j$. By assumption $z^{2}=a_{i} a_{j}-a_{i j}=r^{2}$ for some $r \in R$. Then $(z+r)(z-r)=0$ implying that $z= \pm r \in R$. Therefore $A \in \operatorname{Sym}_{n}(R)$.
Remark 5.2. Note that in part (ii) of the characterization in Theorem 5.1, it suffices to take $\binom{n}{3} \cdot 5^{n-3}$ elements $\gamma \in \mathrm{SL}_{2}(R)^{n} \rtimes S_{n}$. Specifically, let $P \subseteq R$ be a set of size 5 . For any subset $\{i, j, k\} \subseteq[n]$ and point $\mathbf{p} \in P^{n-3}$, we get an equation

$$
\left.\operatorname{Discr}_{x_{k}}\left(\Delta_{i j}\left(f_{\mathbf{a}}\right)\right)\right|_{\mathbf{x}=\mathbf{p}}=0
$$

This is enough to ensure that $\operatorname{Discr}_{x_{k}}\left(\Delta_{i j}\left(f_{\mathbf{a}}\right)\right)$ is identically zero. More generally, we can take evaluations of $\operatorname{Discr}_{\left(x_{k}, y_{k}\right)}\left(\Delta_{i j}\left(f_{\mathbf{a}}\right)\right)^{2-h o m}$ at $5^{n-3}$ points in $\mathbb{P}^{1}(R)$, as in Section 4 . While this expression appears to depend on the ordering of $i, j, k$, one can check that for any $f \in R[\mathbf{x}]_{\leq \mathbf{1}}, \operatorname{Discr}_{x_{k}}\left(\Delta_{i j}(f)\right)=\operatorname{Discr}_{x_{j}}\left(\Delta_{i k}(f)\right)=\operatorname{Discr}_{x_{i}}\left(\Delta_{j k}(f)\right)$. See, for example, the proof of Theorem 3.1 in Wag11. When $R$ is a ring of characteristic 2, it suffices to take $P$ to have size 3 , giving a total of $\binom{n}{3} \cdot 3^{n-3}$ equations.

Applying this to $R=\mathbb{C}, \mathbb{R}$, and $\mathbb{F}_{2}$, we find the following immediate consequences.
Corollary 5.3. Let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in \mathbb{C}^{2^{n}}$ with $a_{\emptyset}=1$. There exists a symmetric matrix over $\mathbb{C}$ with principal minors $\mathbf{a}$ if and only if a and all its images under the action of $\mathrm{SL}_{2}(\mathbb{C})^{n} \rtimes S_{n}$ satisfy the $2 \times 2 \times 2$ hyperdeterminant $\operatorname{HypDet}(\mathbf{a})=0$.
Corollary 5.4. Let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in \mathbb{R}^{2^{n}}$ with $a_{\emptyset}=1$. There exists a symmetric matrix over $\mathbb{R}$ with principal minors $\mathbf{a}$ if and only if a and all its images under the action of $\mathrm{SL}_{2}(\mathbb{R})^{n} \rtimes S_{n}$ satisfy

$$
\operatorname{HypDet}(\mathbf{a})=0 \text { and } a_{1} a_{2}-a_{\emptyset} a_{12} \geq 0
$$

Corollary 5.5. Let $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[n]} \in R^{2^{n}}$ with $a_{\emptyset}=1$ where $R$ has characteristic two. There exists a symmetric matrix over $R$ with principal minors a if and only if
(i) for every $i, j \in[n], a_{i} a_{j}-a_{i j}$ is a square in $R$, and
(ii) for every $\gamma \in \mathrm{SL}_{2}\left(\mathbb{F}_{2}\right)^{n} \rtimes S_{n}, \gamma \cdot\left(a_{\emptyset} a_{123}+a_{1} a_{23}+a_{2} a_{13}+a_{3} a_{12}\right)=0$.

In particular, for $R=\mathbb{F}_{2}$, (i) is always satisfied and the image of the principal minor map is cut out by the quadratic equations in (ii).

It is unclear whether or not Theorem 5.1 can be extended to $R=\mathbb{F}_{3}$. Example 4.5 shows that this would likely require a different proof technique. Interestingly, the polynomial $g$ in this example is of the form $\Delta_{12}(f)$ for some $f \in \mathbb{F}_{3}\left[x_{1}, \ldots, x_{5}\right]_{\leq 1}$, but for all such $f$ we have found, the discriminant of some other $\Delta_{i j}(f)$ fails to vanish on $\left(\mathbb{P}^{1}\left(\mathbb{F}_{3}\right)\right)^{2}$.
Question 5.6. Does the equivalence in Theorem 5.1 hold for $R=\mathbb{F}_{3}$ ?

## 6. Other determinantal representations and connections to $\operatorname{Gr}_{\mathbb{F}}(d, n)$

6.1. Other multiaffine determinantal representations. In this section we restrict ourselves to fields and consider the set of multiaffine determinantal polynomials. Formally, let $\mathbb{F}$ be an arbitrary field. We call a polynomial $f \in \mathbb{F}[\mathbf{x}]_{\leq 1}$ determinantal if it can be written in the form

$$
\begin{equation*}
f(\mathbf{x})=\lambda \operatorname{det}\left(V \operatorname{diag}\left(x_{1}, \ldots, x_{n}\right) V^{T}+W\right)=\lambda \operatorname{det}\left(\sum_{i=1}^{n} x_{i} v_{i} v_{i}^{T}+W\right) \tag{7}
\end{equation*}
$$

for some $\lambda \in \mathbb{F}$, some matrix $V=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}^{m \times n}$ and some $W \in \operatorname{Sym}_{m}(\mathbb{F})$ for some $m$. Note that when we take $V$ to be the $n \times n$ identity matrix, this is exactly the principal minor polynomial $f_{W}$. When $m<n$, the coefficient of $x_{1} \cdots x_{n}$ in $f$ is necessarily zero.

Theorem 6.1. A polynomial $f \in \mathbb{F}[\mathbf{x}]_{\leq 1}$ has a determinantal representation (7) if and only if for all $i, j \in[n], \Delta_{i j} f$ is a square in $\mathbb{F}[\mathbf{x}]$. Moreover, one can always take a representation of size $m=\operatorname{deg}(f)$ in (7).

Proof. $(\Rightarrow)$ Without loss of generality, we show that $\Delta_{12}(f)$ is a square. First suppose $v_{1}$ and $v_{2}$ are linearly dependent, i.e. let $v_{1}=\alpha v_{2}$ for some $\alpha \in \mathbb{F}$. Then $v_{1} v_{1}^{T}=\alpha^{2} v_{2} v_{2}^{T}$ and $f\left(x_{1}, \ldots, x_{n}\right)=f\left(0, \alpha^{2} x_{1}+x_{2}, x_{3}, \ldots, x_{n}\right)$. Taking partial derivatives shows that $\frac{\partial f}{\partial x_{1}}=\alpha^{2} \frac{\partial f}{\partial x_{2}}$ and that $\frac{\partial^{2} f}{\partial x_{1} \partial x_{2}}=0$. Therefore $\Delta_{12}(f)=\alpha^{2}\left(\frac{\partial f}{\partial x_{2}}\right)^{2}$ and so is a square.

If $v_{1}$ and $v_{2}$ are linearly independent, then there is an invertible matrix $U$ with $U v_{1}=e_{1}$ and $U v_{2}=e_{2}$. Then
$\operatorname{det}(U)^{2} f=\lambda \operatorname{det}\left(U\left(\sum_{i=1}^{n} x_{i} v_{i} v_{i}^{T}+W\right) U^{T}\right)=\lambda \operatorname{det}\left(\operatorname{diag}\left(x_{1}, x_{2}, \mathbf{0}\right)+\sum_{i=3}^{n} x_{i} \widetilde{v}_{i} \widetilde{v}_{i}^{T}+\widetilde{W}\right)$.
where $\widetilde{v}_{i}=U v_{i}$ and $\widetilde{W}=U W U^{T}$. These matrices are still symmetric and so by equation (21), $\Delta_{12}(f)$ is a square.
$(\Leftarrow)$ Let $d=\operatorname{deg}(f)$. We can assume, without loss of generality, that the coefficient of $x_{1} \cdots x_{d}$ in $f$ is nonzero. Moreover since the set of polynomials of the form (7) is invariant under scaling, we can assume that this coefficient equals one. Let $\bar{f} \in \mathbb{F}[\mathbf{x}, y]$ denote the homogenezation of $f$ to total degree $d$. By Theorem 3.1, there are matrices $M_{d+1}, \ldots, M_{n+1}$ in $\operatorname{Sym}_{d}(\mathbb{F})$ so that

$$
\bar{f}=\operatorname{det}\left(\operatorname{diag}\left(x_{1}, \ldots, x_{d}\right)+\sum_{i=d+1}^{n} x_{i} M_{i}+y M_{n+1}\right) .
$$

We take $W=M_{n+1}$. It remains to show that for each $i=d+1, \ldots, n$, the matrix $M_{i}$ has the form $v_{i} v_{i}^{T}$ for some $v_{i} \in \mathbb{F}^{d}$. Without loss of generality we do this for $i=d+1$. Let $g$ denote the specialization of $\bar{f}$ to $x_{k}=0$ for $k=d+2, \ldots, n$ and $y=0$. Note that

$$
g=\sum_{S \subseteq[d]}\left(M_{d+1}\right)_{S}\left(x_{d+1}\right)^{|S|} \prod_{j \in[d] \backslash S} x_{j} .
$$

However $f$ has degree $\leq 1$ in $x_{d+1}$, and thus so does $g$. Therefore by Lemma 3.4, $M_{d+1}$ has rank $\leq$ one. To examine its diagonal entries $\left(M_{d+1}\right)_{i}$, note that for every $i=1, \ldots, d$, $\Delta_{i(d+1)} g$ is a square. Moreover, the restriction of $g$ to $x_{i}=x_{d+1}=0$ is identically zero, showing that

$$
\begin{aligned}
\Delta_{i(d+1)} g & =g_{i}^{d+1} g_{d+1}^{i}-g^{i(d+1)} g_{i(d+1)}=g_{i}^{d+1} g_{d+1}^{i} \\
& =\left(\left(M_{d+1}\right)_{\emptyset} \prod_{j \in[d] \backslash i} x_{j}\right)\left(\left(M_{d+1}\right)_{i} \prod_{j \in[d] \backslash i} x_{j}\right)=\left(M_{d+1}\right)_{i}\left(\frac{x_{1} \cdots x_{d}}{x_{i}}\right)^{2},
\end{aligned}
$$

where we use the notation $g_{j}=\frac{\partial g}{\partial x_{j}}$ and $g^{j}=\left.g\right|_{x_{j}=0}$. It follows that $\left(M_{d+1}\right)_{i}$ is a square in $\mathbb{F}$. Since $M_{d+1}$ has rank $\leq$ one, then for some choice of square root $v_{i}=\sqrt{\left(M_{d+1}\right)_{i}} \in \mathbb{F}$, the matrix $M_{d+1}$ equals $v v^{T}$ with $v=\left(v_{1}, \ldots, v_{d}\right)^{T}$.

Using Corollary 2.3, this immediately gives the invariance of the set of determinantal polynomials.

Corollary 6.2. The set of polynomials in $\mathbb{F}[\mathbf{x}]_{\leq 1}$ with a determinantal representation (7) is invariant under the action of $\mathrm{SL}_{2}(\mathbb{F})^{n} \rtimes S_{n}$.

Together, Theorems 4.3 and 6.1 characterize the set of determinantal polynomials in $\mathbb{F}[\mathbf{x}]$.
Corollary 6.3. A polynomial $f=\sum_{S \subseteq[n]} a_{S} \mathbf{x}^{[n] \backslash S} \in \mathbb{F}[\mathbf{x}]_{\leq \mathbf{1}}$ has a determinantal representation (7) if and only if
(i) for every $i, j \in[n]$ and $S \subseteq[n] \backslash\{i, j\}$, $a_{S \cup i} a_{S \cup j}-a_{S} a_{S \cup i j}$ is a square over $\mathbb{F}$, and
(ii) for every $\gamma \in \operatorname{SL}_{2}(\mathbb{F})^{n} \rtimes S_{n}$, $(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$.

Proof. By Theorem 6.1, $f$ has a determinantal representation (7) if and only if for all $i, j$ $\Delta_{i j} f$ is a square in $\mathbb{F}[\mathbf{x}]$. Since $\Delta_{i j} f$ has degree $\leq 2$ in each variable, Theorem 4.3 implies that $\Delta_{i j} f=\sum_{\alpha \in\{0,1,2\}^{n}} c_{\alpha} \mathbf{x}^{\alpha}$ is a square if and only if for every $\beta \in\{0,1\}^{n}, c_{2 \beta}$ is a square in $R$ and $\mathbf{c}=\left(c_{\alpha}\right)_{\alpha \in\{0,1,2\}^{n}}$ satisfy the images of

$$
\begin{equation*}
\left(c_{(1, \mathbf{0})}\right)^{2}-4 c_{(0, \mathbf{0})} c_{(2, \mathbf{0})}=0 \tag{8}
\end{equation*}
$$

under the action $\mathrm{SL}_{2}(\mathbb{F}) \rtimes S_{n}$. This is in turn equivalent to the condition that for every $\gamma$ in $\mathrm{SL}_{2}(\mathbb{F})^{n} \rtimes S_{n},(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$ and for every $i, j \in[n]$ and $S \subseteq[n] \backslash\{i, j\}, a_{S \cup i} a_{S \cup j}-a_{S} a_{S \cup i j}$ is a square in $\mathbb{F}$.

To see this, consider $S \subseteq[n] \backslash\{i, j\}$ and let $\beta \in\{0,1\}^{n}$ denote the indicator vector of $[n] \backslash(S \cup i j)$. We claim that that the coefficient of $\mathbf{x}^{2 \beta}$ in $\Delta_{i j}(f)$ equals $a_{S \cup i} a_{S \cup j}-a_{S} a_{S \cup i j}$. Since $f, \frac{\partial f}{\partial x_{i}}, \frac{\partial f}{\partial x_{j}}$, and $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$ have degree $\leq 1$ in each variable, only the $\mathbf{x}^{\beta}$ terms in each of these polynomials contribute to the $\mathbf{x}^{2 \beta}$ term in $\Delta_{i j}(f)=\frac{\partial f}{\partial x_{i}} \frac{\partial f}{\partial x_{j}}-f \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$. That is, coeff $\left(\Delta_{i j}(f), \mathbf{x}^{2 \beta}\right)=\operatorname{coeff}\left(\frac{\partial f}{\partial x_{i}}, \mathbf{x}^{\beta}\right) \cdot \operatorname{coeff}\left(\frac{\partial f}{\partial x_{j}}, \mathbf{x}^{\beta}\right)-\operatorname{coeff}\left(f, \mathbf{x}^{\beta}\right) \cdot \operatorname{coeff}\left(\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}, \mathbf{x}^{\beta}\right)$. Note that the coefficient of $\mathbf{x}^{\beta}$ in $f$ is $a_{S \cup i j}$. The coefficient of $\mathbf{x}^{\beta}$ in $\frac{\partial f}{\partial x_{i}}$ equals the coefficient of $x_{i} \cdot \mathbf{x}^{\beta}$ in $f$, which is $a_{S \cup j}$. Similarly, the coefficients of $\mathbf{x}^{\beta}$ in $\frac{\partial f}{\partial x_{j}}$ and $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$ are $a_{S \cup i}$ and $a_{S}$, respectively.
6.2. Connections with the Grassmannian. Given a $d \times n$ matrix $V$ of full-rank $d$, consider the polynomial $f$ from (7) with $W=0$ :

$$
\begin{equation*}
f(\mathbf{x})=\lambda \operatorname{det}\left(V \operatorname{diag}\left(x_{1}, \ldots, x_{n}\right) V^{T}\right)=\lambda \operatorname{det}\left(\sum_{i=1}^{n} x_{i} v_{i} v_{i}^{T}\right)=\lambda \sum_{S \in\binom{[n]}{d}}\left(V_{S}\right)^{2} \mathbf{x}^{S} \tag{9}
\end{equation*}
$$

Here $\binom{[n]}{d}$ denotes the collection of size- $d$ subsets of $[n]$ and $V_{S}$ denotes the $d \times d$ minor of $V$ obtained by taking columns indexed by $S$. If $V$ has full rank $d$, the coefficients of $f$ are the squares of the Plücker coordinates given by the Plücker embedding of the rowspan of $V$ into $\operatorname{Gr}_{\mathbb{F}}(d, n)$. Otherwise $f$ is identically zero.

Formally, consider the Plücker embedding of $\operatorname{Gr}_{\mathbb{F}}(d, n)$ into $\mathbb{P}^{\binom{n}{d}-1}(\mathbb{F})$. Given a subspace $L \subseteq \mathbb{F}^{n}$ of dimension $d$, its image in $\mathbb{P}^{\binom{n}{d}-1}(\mathbb{F})$ is the length- $\binom{n}{d}$ vector of $d \times d$ minors of any $d \times n$ matrix $V$ whose rowspan equals $L$. The map $\left[p_{S}\right]_{S} \mapsto\left[\left(p_{S}\right)^{2}\right]_{S}$ defines a morphism $\mathbb{P}^{\binom{n}{d}-1}(\mathbb{F}) \rightarrow \mathbb{P}^{\binom{n}{d}-1}(\mathbb{F})$. Let $\operatorname{Gr}_{\mathbb{F}}^{2}(d, n)$ denote the image of $\operatorname{Gr}_{\mathbb{F}}(d, n)$ under this
morphism. Corollary 6.3 then gives an immediate characterization of $\operatorname{Gr}_{\mathbb{F}}^{2}(d, n)$ via the hyperdeterminantal equations in $\mathbb{F}^{2 n}$. In fact, setting $x_{n}=1$ in (9), we can study this image via multiaffine determinantal representations in the variables $x_{1}, \ldots, x_{n-1}$ and use the hyperdeterminantal equations in $\mathbb{F}^{2^{n-1}}$.

Corollary 6.4. Let $\mathbf{q}=\left(q_{S}\right)_{S \in\binom{[n]}{d}} \in \mathbb{P}^{\binom{n}{d}-1}(\mathbb{F})$ and let $\mathbf{a} \in \mathbb{P}^{2^{n-1}-1}(\mathbb{F})$ denote the vector given by

$$
a_{S}= \begin{cases}q_{S} & \text { if } S \subseteq[n-1],|S|=d \\ q_{S \cup n} & \text { if } S \subseteq[n-1],|S|=d-1 \\ 0 & \text { otherwise }\end{cases}
$$

The vector $\mathbf{q}$ belongs to $\mathrm{Gr}_{\mathbb{F}}^{2}(d, n)$ if and only if
(i) for all $i, j \in[n]$ and $S \subseteq[n] \backslash\{i, j\},|S|=d-1, q_{S \cup i} q_{S \cup j}$ is a square over $\mathbb{F}$, and
(ii) for every $\gamma \in \mathrm{SL}_{2}(\mathbb{F})^{n-1} \rtimes S_{n-1},(\gamma \cdot \operatorname{HypDet})(\mathbf{a})=0$.

Proof. $(\Rightarrow)$ This follows from applying Corollary 6.3 to (9).
$(\Leftarrow)$ Let $f=\sum_{S \in\binom{[n]}{d}} q_{S} \mathbf{x}^{S}$. This equals $f=f_{\mathbf{b}}$ where $\mathbf{b} \in \mathbb{F}^{2^{n}}$ is given by $b_{S}=q_{S}$ for $|S|=d$ and $b_{S}=0$ otherwise. If $\mathbf{a}=\left(a_{S}\right)_{S}$ is defined as above, then $f_{\mathbf{a}}$ equals the restriction of $f$ to $x_{n}=1$ and $f$ is the homogenezation of $f_{\mathbf{a}}$ to degree $d$ with homogenizing variable $x_{n}$.

For any $i \neq j \in[n-1]$ and $S \subseteq[n-1] \backslash\{i, j\}$, the sizes of $S$ and $S \cup\{i, j\}$ differ by two, implying that $a_{S} a_{S \cup i j}$ equals zero. Then $a_{S \cup i} a_{S \cup j}-a_{S} a_{S \cup i j}=a_{S \cup i} a_{S \cup j}$ is a square in $\mathbb{F}$ by assumption (i). By Theorem 6.1] and Corollary 6.3, $\Delta_{i j}\left(f_{\mathbf{a}}\right)$ is a square in $\mathbb{F}\left[x_{1}, \ldots, x_{n-1}\right]$ for all $i, j \in[n-1]$, implying that $\Delta_{i j}(f)$ is a square in $\mathbb{F}[\mathbf{x}]$ for all $i, j \in[n-1]$. In particular, $\operatorname{Discr}_{x_{n}}\left(\Delta_{i j}(f)\right)$ is identically zero. One can check that for any $i, j, n$, $\operatorname{Discr}_{x_{n}}\left(\Delta_{i j}(f)\right)$ equals $\operatorname{Discr}_{x_{j}}\left(\Delta_{\text {in }}(f)\right)$. This shows that $(\gamma \cdot \operatorname{HypDet})(\mathbf{b})=0$ for all $\gamma \in \mathrm{SL}_{2}(\mathbb{F})^{n} \rtimes S_{n}$. Assumption (i) implies that $b_{S \cup i} b_{S \cup j}-b_{S} b_{S \cup i j}$ is a square in $\mathbb{F}$ for all $i, j \in[n]$ and $S \subseteq[n] \backslash\{i, j\}$, since this is either zero or of the form $q_{S \cup i} q_{S \cup j}$. Corollary 6.3 then gives a representation $f=\lambda \operatorname{det}\left(\sum_{i=1}^{n} x_{i} v_{i} v_{i}^{T}+W\right)$ where $v_{i} \in \mathbb{F}^{d}$ and $W \in \operatorname{Sym}_{d}(\mathbb{F})$. The polynomial $\lambda \operatorname{det}\left(\sum_{i=1}^{n} x_{i} v_{i} v_{i}^{T}+y W\right) \in \mathbb{F}[\mathbf{x}, y]$ equals the homogenization of $f$ to degree $d$. Since $f$ is already homogeneous of degree $d$, this equals $f$ and belongs to $\mathbb{F}[\mathbf{x}]$. Specializing to $y=0$ gives the desired representation $f=\lambda \operatorname{det}\left(\sum_{i=1}^{n} x_{i} v_{i} v_{i}^{T}\right)$.

Example 6.5. $(d=2, n=4)$ The Grassmannian $\operatorname{Gr}_{\mathbb{F}}(2,4)$ is cut out by one Plücker relation $p_{12} p_{34}-p_{13} p_{24}+p_{14} p_{23}=0$ in $\mathbb{P}^{5}(\mathbb{F})$. Taking $q_{i j}=p_{i j}^{2}$ and eliminating the variables $p_{i j}$ gives the defining equation

$$
q_{12}^{2} q_{34}^{2}+q_{13}^{2} q_{24}^{2}+q_{14}^{2} q_{23}^{2}-2 q_{12} q_{13} q_{24} q_{34}-2 q_{12} q_{14} q_{23} q_{34}-2 q_{13} q_{14} q_{23} q_{24}=0
$$

for $\operatorname{Gr}_{\mathbb{F}}^{2}(2,4)$. This is exactly the hyperdeterminant $\operatorname{HypDet}(\mathbf{a})$ where $\mathbf{a}=\left(a_{S}\right)_{S \subseteq[3]} \in \mathbb{F}^{2^{3}}$ is given by $a_{\emptyset}=a_{123}=0, a_{i}=q_{i 4}$ and $a_{i j}=q_{i j}$ for all $i, j \in[3]$.
6.3. Determinantal representations in higher degrees. For any $r \in \mathbb{Z}_{+}$, let $\operatorname{Sym}_{n}^{r}(\mathbb{F})$ denote the set of symmetric matrices over $\mathbb{F}$ that can be written as a sum of $r$ rank-one matrices over $\mathbb{F}$, i.e.

$$
\operatorname{Sym}_{n}^{r}(\mathbb{F})=\left\{\sum_{i=1}^{r} v_{i} v_{i}^{T}: v_{1}, \ldots, v_{r} \in \mathbb{F}^{n}\right\}
$$

If $\mathbb{F}$ is algebraically closed with $\operatorname{char}(\mathbb{F}) \neq 2$, this is just the set of matrices of rank $\leq r$. For $\mathbb{F}=\mathbb{R}$ this is the set of positive semidefinite matrices of rank $\leq r$.

Theorem 6.6. The set of polynomials $\mathbb{F}[\mathbf{x}]_{\leq \mathbf{d}}$ with a determinantal representation

$$
\begin{equation*}
f=\lambda \operatorname{det}\left(\sum_{i=1}^{n} x_{i} A_{i}+B\right) \text { with } A_{i} \in \operatorname{Sym}_{m}^{d_{i}}(\mathbb{F}) \text { and } B \in \operatorname{Sym}_{m}(\mathbb{F}) \tag{10}
\end{equation*}
$$

for some $m \in \mathbb{N}$ is invariant under the action of $\mathrm{SL}_{2}(\mathbb{F})^{n} \rtimes S_{n}$.
Proof. The invariance under the action of $S_{n}$ is immediate. It remains to check the invariance under $\mathrm{SL}_{2}(\mathbb{F})^{n}$. Suppose that $f=\operatorname{det}\left(\sum_{i=1}^{n} x_{i} A_{i}+B\right)$, where $A_{i} \in \operatorname{Sym}_{m}^{d_{i}}(\mathbb{F})$ and $B \in$ $\operatorname{Sym}_{m}(\mathbb{F})$. First, suppose that $\mathbf{d}=\mathbf{1}$ and let $\gamma \in \mathrm{SL}_{2}(\mathbb{F})^{n}$. By Corollary 2.3, $\Delta_{i j}(\gamma \cdot f)$ is a square for all $i, j$. Then by Theorem 6.1, $\gamma \cdot f$ has a determinantal representation as in (7).

Now consider arbitrary $\mathbf{d}=\left(d_{1}, \ldots, d_{n}\right)$. By definition, we can write each matrix $A_{i}$ as a sum of $d_{i}$ matrices $A_{i j}$ each of the form $v v^{T}$ for some $v \in \mathbb{F}^{m}$. Then consider

$$
F=\operatorname{det}\left(\sum_{i=1}^{n} \sum_{j=1}^{d_{i}} y_{i j} A_{i j}+B\right) \in \mathbb{F}\left[y_{i j}: i \in[n], j \in\left[d_{i}\right]\right]
$$

Note that there is an inclusion $\phi: \mathrm{SL}_{2}(\mathbb{F})^{n} \rightarrow \mathrm{SL}_{2}(\mathbb{F})^{d_{1}+\ldots+d_{n}}$, given by $(\phi(\gamma))_{i j}=\gamma_{i}$ for all $i \in[n]$ and $j \in\left[d_{i}\right]$. By construction, the restriction of $\phi(\gamma) \cdot F$ given by $y_{i j}=x_{i}$ for all $i, j$ gives $\gamma \cdot f$. That is,

$$
\left.(\phi(\gamma) \cdot F)\right|_{y_{i j}=x_{i}}=\gamma \cdot f
$$

By the case $\mathbf{d}=\mathbf{1}, \phi(\gamma) \cdot F$ is determinantal. That is, there are some matrices $C_{11}, \ldots, C_{n d_{n}}, D$ with $C_{i j} \in \operatorname{Sym}_{m}^{1}(\mathbb{F})$ so that $\phi(\gamma) \cdot F$ equals $\operatorname{det}\left(\sum_{i=1}^{n} \sum_{j=1}^{d_{i}} y_{i j} C_{i j}+D\right)$. Then $\gamma \cdot f$ equals $\operatorname{det}\left(\sum_{i=1}^{n} x_{i} C_{i}+D\right)$ where $C_{i}=\sum_{j=1}^{d_{i}} C_{i j} \in \operatorname{Sym}_{m}^{d_{i}}(\mathbb{F})$.

One motivation for studying such polynomials comes from definite determinantal representations over $\mathbb{R}$ and their connection with stable polynomials. A real polynomial $f \in \mathbb{R}[\mathbf{x}]$ is stable if it has no zeros with strictly positive imaginary parts, i.e. $f(\mathbf{z}) \neq 0$ for all $\mathbf{z} \in \mathbb{C}^{n}$ with $\operatorname{Im}(\mathbf{z}) \in \mathbb{R}_{+}^{n}$. Equivalently, $f$ is stable if and only if the polynomial $f(t \mathbf{v}+\mathbf{w}) \in \mathbb{R}[t]$ is real-rooted for all $\mathbf{v} \in \mathbb{R}_{+}^{n}$ and $\mathbf{w} \in \mathbb{R}^{n}$. Over $\mathbb{F}=\mathbb{R}$, any polynomial with a determinantal representation of the form (10) is stable (see, e.g. Wag11, Prop. 2.1]), but not every stable polynomial has such a representation (see [Brä11]).

The action of $\mathrm{SL}_{2}(\mathbb{R})$ on $\mathbb{C}$ given by $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \cdot z=\frac{a z+b}{c z+d}$ preserves the upper half plane $\{z \in \mathbb{C}: \operatorname{Im}(z)>0\}$ and so the set of stable polynomials in $\mathbb{R}[\mathbf{x}]$ is invariant under the action of $\mathrm{SL}_{2}(\mathbb{R})^{n} \rtimes S_{n}$. One consequence of Theorem 6.6 is that the set of polynomials with a semidefinite determinantal representation is also invariant under the action of this group.

Corollary 6.7. The set of polynomials in $\mathbb{R}[\mathbf{x}]_{\leq \mathbf{d}}$ with a determinantal representation

$$
f=\lambda \operatorname{det}\left(\sum_{i=1}^{n} x_{i} A_{i}+B\right) \text { with } A_{1}, \ldots, A_{n}, B \in \operatorname{Sym}_{m}(\mathbb{R}) \text { and } A_{1}, \ldots, A_{n} \succeq 0
$$

for some $m \in \mathbb{N}$ and $\lambda \in \mathbb{R}$ is invariant under the action of $\mathrm{SL}_{2}(\mathbb{R})^{n} \rtimes S_{n}$.
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